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/µ
(DVB-T),  µ µ

µ /
µ µ .

(Terrestrial Digital Video Broadcasting – DVB-T) 
µ µ  (regenerative configurations) 
µ µ  (Fusion 

environment), µ µ  i)  3G  B3G, 
µ

/ , ii) µ  “spin-off” µ
/µ / ,  iii) 

µ , µ  – µ
.

µ µ ,
 / ,

µµ  ATHENA (IST-FP6 507312).

µ  1, µ
µ , µ : I) 

µ µ µ µ  (Cell Main Nodes – CMN),  II) 
µ µ  (Regenerative DVB-T). µ µ

µ /  (
µ )  IP 
.  µ

µ  µ µ
WLAN. µ  IP 

µ µ  µ
 (uplink).  IP µ

µ µ µ ,  µ  µ
 µ  µ  µ  µ

µµ  (  – 
broadcaster) µ  “µ ” DVB-T. 

µ  µ  UHF µ µ  µ
µ  µ  DVB-T. µ

 IP µ µ µ , µ
µµ  UHF. µ

 IP 
µ  DVB-T,  µ .
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µ .
 µ µ µ ,
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µ
 (  IP  /
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µ µ ,

 “best effort”. µ
/  µ
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µ µ  DVB-T µ µ µ µ
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µ  µ µ
/  ( µ ,

µ ).

µ µ µ  DVB-T 

µ µ µ  DVB-T ( µ  2) 
: i) µ  IP /  µ

, ii) µ µµ
( ), iii) µ  µ

µ  UHF  µ µ  IP 
µ µ  (  µ µ )

µµ .

IP

IP/DVB MULTIPLEXER (TV+IP) 

DVB-T 

Tx 

Receiver 2 

From Cell 

Main Nodes UHF broadcasting 

(Channel 27) 

Local Ethernet 

IP

Receiver 

Demodulator 

From TV 

studio 

TS

Receiver 1 

Receiver 3 

Receiver  

demodulator 
demultiplexer

TV

programme(s)

F 3
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F 1

From regenerative 

satellite  

(DVB-S downlink)

Re-multiplexer DVB-S 

Tx 

To regenerative 

satellite 

(DVB-S uplink)

IP 

IP 

IP 

µ  2. µ µ µ  DVB-T 

, µ  µ µ µ  2, 
µ µ , µ  IP 

MPEG-2  µ  µ  DVB-T (  IP 
MPEG-2) µ µ  µ  DVB-T 
( µ  COFDM  µ  UHF). 

µ µ µ µ

µ µ µ
 WLAN µ  3.  µ µ

µ  µ  IEEE 802.11x -
µ  µ µ / .

µ  WLAN ,
µ  3 (  µ ). µ

µ  (Access Point – AP) µ µ µ
µ µ  µ  (Station Adapters –

SA) / .
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UHF/OFDM 
Receiver and 
Down Converter 

DVB-T Transport Stream  

MPEG-2 Demultiplexer 
MPEG-2 

Transport Stream 
To IP adaptor 

IP routing 
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Modulator 

Microwave 

Transmitter 

ETHERNET  

1st  Wireless LAN 

    Access Point 

Nth (=10) Wireless 

LAN Access Point 

To 
regenerative 

DVB-T 
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PC

Station 

Adapter 
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European ETSI 

Standard 

Station 

Adapter 

PC 

Station 
Adapter

IP Interactive  

user 
Active User 

PC 

TV

Set top Box 

Simple user 

Tele-viewer

UHF 

antenna 

Multimedia 
Server 
Content Provider 

IP TVmulticaster 

UHF channel 

(TV programmes + IP traffic from all CMNs) 

Regenerative 

DVB-T 

IP Interactive  

user 

Cell Main Node

Active user 
Participating in 
stream creation 
Interactive TV 
Programme (off-
line) 

Push/Carousel 

Dynamic 
Bandwidth 

Management 
System 

(DBMS)

µ  3. µ µ µ µ

, µ  1,2  3, 
µ  µ

,
 UHF, µ µ ,

µ ,
, / , µ  “spin-off”, “multicasters”, 

 Internet  (  – Fusion environment). 
µ

, µ µ
.

µ
/

 µ
µ . µ µ

µ / / µ
µ

µ . µµ µ µ
µ

µ µ
µ µ . µ

µµ µ

µ µ  “ ”
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µ µ µ ,
µ .

,
ATHENA, “ ” µ µ  (

/ µ  µ  ATHENA), 
,  µ

 (µ  kbps) µ  DVB-T ,
µ µ  (

-  µ  µ
µ ).

 µ
µ µ ,

 µ
 3G. µ ,

µ µ
 ( µ ). µ

µ µ µ  DVB-T  µ
 µ  µ µµ

µ µ µ  IP (  60 µ
 UHF/VHF  µ

 1,8Gbps).

µ µ

µ

µ  ATHENA, 
 µ µ

,
µ . µ

µ  µ
µ ,  µ

 µ
 [2]. µ  µ

 µ
µ µ

µ .
µ  µ

µ µ
.

µ µ
µ  4 µ µ

µ µ µ  2.
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µ
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µ

 µ
µ µ
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µ

µ ,  µ -
µ  µ .

µ µ µ
 µ , µ

 – 
. µ µ

, ‘ ’
µ µ

µ .
 µ  µ ,

µ
 µ

µ .

Abstract

Presents the examination of the non-purchasing ecological behaviors and their 
influencing factors. The classical statistical data processing indicated that 
consumers who enhance recycling, pro-environmental post-purchase behavior and 
pro-environmental activities are highly educated people. Among them, those who 
are mostly involved in recycling and the non-energetic, rather traditional activities 
are mostly influenced by their positive attitudes towards recycling as well as by 
their social responsibility. Those who adopt more energetic, more active behaviors 
are mostly influenced by their beliefs that they hold power over politicians and 
politics. It was also found that those who are engaged in one type of the non-
purchasing pro-environmental behavior are more likely to engage in another type 
as well.

µ µ µ
µ , µ

. µ  µ
, ,

. :
) , (Shrum et al., 1994), )  µ -
µ µ ,

µ , µ µ . . (Peattie, 
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1995, p. 89) ) µ µ
µµ , , . . (Tilikidou, 2001, 

p. 145). 

 µ - ,  µ
µ , µ µ

.

µ . µ
µ ,  µ

 µ µ
µ  µ

.

,  µ
µ µ µ ,

.  µ ,
µ , µ

µ  (Shrum et al., 1994; 
Schultz et al., 1995). µ

, µ
µ µ  (Kallgren and Wood 1986; 
Shrum and McCarty, 2001; Tilikidou and Delistavrou, 2004). 
µ µ

µ . . µ µ  (Gibbons and 
Wicklund, 1982, Hopper and Nielsen, 1991, Ebreo et al.,1999), µ

µ , µ  (Shrum and McCarty, 2001) 
. . µ µ µ  (Shrum and McCarty, 2001)  µ µ  (Tilikidou 

and Delistavrou, 2001). 

 µ  µ - µ  Ebreo and 
Vinning (2001) µ  µ  µ  µ

µµ ,  Tilikidou and Delistavrou (2004)  µ  µ
 µ - , .

 Bohlen et al. (1993), 
Corraliza and Berenguer (2000)  Tilikidou (2001). 

µ µ  420 µ
µ , µ  µ µ µ

µ  µ , µ
µ µ µ µ  µ .

µ µ -µ  µ  µ :

 µ  4 , µ µ .  µ
 µ µ

µ ,

, µ .

- µ , µ  5 µ
µ  Peattie (1995, p. 89)  µ µ

 7 µ ,  1=  7= .

 µ  13 , µ  µ
 (2001),  µ µ  7 

µ .
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 µ  18 , µ  µ
 (2001)   µ µ  Likert 7 µ .

-µ  µ  ‘ ’
 Robinson et al. (1991, p. 12)  (internal 

consistency reliability) µ  Cronbach’s (1951) alpha  µ  0.9006. 
-

µ  µ µ  Paulhus (1983), 
 alpha  µ  0.7782,  ‘ µ ’ .

µ , ,
, µ µ  µ

µ . . . .

µ

µ  µ µ µ
µ  (p<0.05)  µ

µ  µ ,  µ , -
µ , µ

 µ  µ , µ
µ  µ - µ , µ
µ  µ  µ µ  (7,500€ µ  19,000€ 

).
 Pearson µ  (p<0.001), 

 µ  µ  µ
µ  µ ,

 (r=0.508),  (r=0.450) -
µ  (r=0.349).  µ

µ  (p<0.001),  µ
  µ  (r=0.451) -

µ  (r=0.349)  µ
(r=0.171).

µ µ  µ  ( µ )
µ  µ  µ

 ( )
µ :

) = -11.206 + 0.498  +0.109 

     (R
2
=0. 270)

B) - µ = 0.047 + 0.311  + 0.303 

     (R
2
=0. 209)

) = -17.164 + 0.407  + 0.400 

     (R
2
=0. 364)

 µ
µ  µ , µ µ

 µ µ  µ  ( µ )
 ( ).

µ :
) =0.147+0.282 µ +0.238

      (R
2
=0. 218)

) - µ =6.741+0.547 +0.205

      (R
2
=0. 432)

) =13.700+0.557 µ +0.176
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     (R
2
=0. 423)

µ

 µ µ  (cluster analysis) µ , K-Means
 (hierarchical). µ µ
µ µ µ µ

 µ  (Malhotra, 1999, p. 610).
µ K-Means µ

µ  (  2). µ  (clusters): 
µ µ  136 (32.4%) µ

 µ  µ , µ
284 (67.6%) µ µ  µ . µ

µ µ  µ
.

µ µ
µ  ( 08, 09),

µ  ( 07, 03), ,
µ µ µ  ( 04, 02,

05),  ( 01),  µ  µ  µ
( 10). µ

µ  ( 04),
 ( 02, 05). µ µ

/  ( 13) µ ,
 ( 02, 03, 04).

µ µ , µ  µ ,
µ µ  (Sudman and Blair 1998, p. 558). 

µ µ  (clusters), 
 µ µ µ

µ µ  – 
 µ  ( µµ  1). 

µ µ  µ  (B01, 
B02, B03, B04) µ  µ µ  µ  µ -

µ µ  (E02),  (E04)  
 (E05) µ .  µ

µ
 (A08, A09), µ  µ

µ  (A03, A06, A07),  µ  µ  µ
 (A10).  µ µ  µ

µ µ  µ
 (Ci)  µ

µ
µ µ

(H01, H02, H05, H06, H09 and H10). 
µ µ µ  µ -

µ  µ  (E01) 
 – µ µ  (E03). µ

 µ
, µµ

 (A01, A02, A04, A05, A11, A12).  µ
µ  µ µ  µ

µ
µ  (H03, H04, H07, H08). 
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µ µ

µ
 µ , µ
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 µ µ

µ .
 K-means µ
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µ ,

µ
µ µ . µ  µ

µ µ .
µ µ µ  µ µ µ :

, µ  µ ,

.
,

.
, ‘ ’

µ  µ
.

µ µ µ
 µ  µ

µ µ
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µ
. µ µ  µ  µ

µ
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Wangari Maathai ,
.

µ  µ . .
µµ

.
,  µ  –  µ – µ

µ
µ µ

 – .

µ
µ µ

.

Bohlen, G., Schlegelmilch, B. B., and Diamantopoulos, A., (1993).  Measuring 
Ecological Concern: A Multi-construct Perspective, Journal of Marketing 
Management, 9, pp. 415 –430.

Corraliza, J. A. and Berenguer, J. (2000). Environmental Values, Beliefs, and 
Actions: A Situational Approach, Environment and Behavior, 32(6), November, 
pp. 832-848.



24

Cronbach, L. (1951).Coefficient Alpha and the Internal Structure of Tests. 
Psychometrica, 31, pp.93-96. 

Ebreo, A. and Vining, J. (2001). How Similar Are Recycling and Waste 
Reduction? Future Orientation and Reasons for Reducing Waste as Predictors of 
Self-Reported Behavior, Environment and Behavior, 33 (3), pp. 424 – 448.

Ebreo, A., Hershey, J. and Vining, J. (1999). Reducing Solid Waste: Linking 
Recycling to Environmentally Responsible Consumerism, Environment and 
Behavior, 31(1), pp. 107 – 135. 

Gibbons, F. X. and Wicklund, R. A. (1982). Self-focused attention and helping 
behavior. Journal of Personality and Social Psychology, 43, pp. 462 – 475. 

Hopper, J. R., and Nielsen, J. M. (1991). Recycling as Altruistic Behavior: 
Normative and Behavioral Strategies to Expand Participation in a Community 
Recycling Program. Environment and Behavior,  23(2), March, pp. 195-220. 

Kallgren, C. A. and Wood, W. (1986). Access to Attitude - Relevant Information 
in Memory as a Determinant of Attitude - Behavior Consistency. Journal of 
Experimental Social Psychology, 22, pp. 328-338. 

Malhotra, N. K. (1999). Marketing Research: An Applied Orientation. Third 
edition, New Jersey, Englewood Cliffs, Prentice Hall, Inc. 

Paulhus,  D. (1983). Sphere-specific Measures of Perceived Control, Journal of 
Personality and Social Psychology, 44, pp. 1253-1265. In: Robinson, J. P., 
Shaver, D. R., and Wrightsman, L. S. (1991). Measures of Personality and Social 
Psychological Attitudes. Academic Press. 

Peattie, K. (1995). Environmental Marketing Management. London, Pitman 
Publishing.

Robinson, J. P., Shaver, D. R., and Wrightsman, L. S. (1991). Measures of 
Personality and Social Psychological Attitudes. Academic Press. 
Schlegelmilch, B. B., Bohlen, G. M., and Diamantopoulos, A. (1996). The Link 
Between Green Purchasing Decisions and Measures of Environmental 
Consciousness. European Journal of Marketing, 30(5), pp. 35-55. 

Schultz, P. W., Oskamp, S., and Mainieri, T. (1995). Who Recycles and When? A 
Review of Personal and Situational Factors. Journal of Environmental 
Psychology, 15, pp. 105-121. 

Shrum, L. J., and McCarty, J. A. (2001). The Influence of Individualism, 
Collectivism, and Locus of Control on Environmental Beliefs and Behavior, 
Journal of Public Policy and Marketing 20(1), 93-104.Chicago IL., A.M.A., pp.
42-49.

Shrum, L. J., Lowrey, T. M., and McCarty, J. A. (1994). Recycling as a Marketing 
Problem: A Framework for Strategy Development. Psychology and Marketing,
July-August, 11(4), pp. 393-416. 

Sudman, S., and Blair, E. (1998). Marketing Research: A Problem Solving 
Approach. New York, McGraw-Hill, Inc. 



25

Tilikidou, I (2001). Ecologically Conscious Consumer Behaviour in Thessaloniki, 
Greece. Unpublished doctoral dissertation. University of Sunderland, U.K. 

Tilikidou, I. and Delistavrou, A. (2001). Utilization of Selected Demographics 
and Psychographics in Recycling Behavior Understanding: A Focus on 
Materialism, International Greener Management Journal, 34 (Summer), 75-93.

Tilikidou, I. and Delistavrou, A. (2004). The Influence of the Materialistic Values 
on Consumers’ Pro-Environmental Post-Purchase Behavior. In: Cron, W.L. and 
Low, G.S. (Eds.) Marketing Theory and Applications, Proceedings of the 2004 
American Marketing Association Winter Educators’ Conference, 15, pp. 42-49

Tull, D. S., and Hawkins, D. I. (1993), Marketing Research. Sixth edition, New 
York, McMillan. 

Zikmund, W. G. (1991). Exploring Marketing Research. Fourth edition, Orlando, 
The Dryden Press. 



26

µ

µ µ  CRM 

The Role of Customer Complaining Behavior in a CRM System 

Effectiveness 

µ               

Abstract

CRM philosophy and technology have been increasingly adopted by progressive 
firms in the recent years. CRM is theoretically based on relationship marketing 
and customer-centric orientation. It’s final objective is the retention of profitable 
customers, which is accomplished through the improvement of customer 
satisfaction. 

CRM is, first of all, a philosophy, a system and then the technology, the software. 
This fact is ignored by many company managers with a consequence a big 
number of CRM implementation failures. It seems that there are some 
determinants of CRM applications success, which are not taken into 
consideration, when CRM systems are implemented. In this paper it is argued that 
a major determinant or factor for CRM success is the existence of a feedback 
mechanism about customer complaints. Towards enhancing this reasoning, it is 
reminded that, in the relevant literature, it has been underlined the role of allowing 
and encouraging customers complaining to the company in increasing customer 
satisfaction. The aim of this paper is to point out the role and the importance of 
studying and encouraging customer complaining behavior in improving a CRM 
system effectiveness. 

Keywords: CRM, customer complaining behavior

µ µ , ,
µ ,

 µ  (Customers Relationship 
Management=CRM). µ  CRM, µ

µ µ
, µ µ

 µ
µµ  (Kotorov, 2003). 

µ  CRM, µ µ
:  µ µ µ

µ , ,
µ  µ  µ

µ
(Bradshaw and Brash, 2001). 

 CRM  µ  µ
 (relationship marketing) µ

(customer-centric orientation) .  CRM  
 ( µ ) ,  µ
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.  CRM , , µ ,
µ , , µ ,

“ µ ” µ , µ ,   .
µ ,

µ  CRM. , µ
µµ  ( µ ), µ

 µ
µ µ .

µ ’ , µ µ
CRM, µ  50%  (Fournier, 
2002· Zablach . ., 2004). 

µ  CRM, ,
, µ µµ , .

 µ µ
 “ ” (feedback)  µ

. , µ
 µ , µ

,  µ
µ ,
µ µ  CRM.

CRM

µ ,  CRM 
µ µ

.  µ , ,
µ  µ  µ

. µ ,
µ ,  1980 

 1990. µ , µ
, µ  µ  (Stone . ., 1996), 

µ µ
µ , µ o  µ

µ .  µ
µ ,

 “ ” (cumulative) 
 µ µ µ

 µ  µ
µ  (customer retention) 

(Verhoef  Donkers, 2001).   CRM , µ µ ,
µ , µ  µ

 “ µ µ ”  (economic valuable customers), 
,

, µ  “ µ  µ
µ ” (Romano, 2000). ’  CRM ,

µ , µ , ,
µ , µ - -

(one-to-one marketing), CRM µ
µ .

µµ µ  CRM 
, ,  µ  50%. 

µ
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µ  (software) CRM  CRM ’
µ µ  µ

. µ , ,
µ

µ ,  µ µ
µ  µ .  µ

µ µ  CRM 
. µ  Stefanou . . (2003), 

 10,3%  µ µ
µ  CRM, . . .
 28% (Bhattacherjee, 2001).

 µ µ  CRM-
µ µµ -

µ
.

 µ
µ  CRM, µ µ

µ .
 µ

. µ
µ , µ ,

µ µ , µ µ .

’ , µµ  CRM, 
 µ  (Peppers .

., 1999) µ µ µ  (Rigby 

. ., 2002). 
µ  µ ,
, µ

(Bhattacherjee, 2001· Stringfellow . ., 2004). µ
µ
 (Chen  Popovich, 2003). 

µ  CRM,  µ ,
, µ , µ

 (Verhoef  Donkers, 2001), µ µ
 (Bradshaw  Brash, 2001), µ µ

µ µ  (Tao  Rosa Yeh, 2003) 
µ µµ - µ

µ µµ -  µ
 (Rigby . ., 2002). 

µ , , , µ
 (Davids, 1999),  µ µ  Internet 

(O’Leary . ., 2004) µ
(Bose, 2002). 

 CRM 

µ
µ ’ ,  µ

 (dissatisfaction) . µ
“ ” (negative word-of-mouth) 

, µ  µ , ,
, µ , µ µ  µ

. . ( µ , 1991  2004). µ
µ µ

µ  µ’ . ’
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 µ µ  “ ”
µ

. µ
µ , µ

µ . µ , µ µ ,
,  µ

 “ .”
µ µ

 µ ’
µ µ .  µ

 µ µ ,
,  µ µ

µ
µ µ  CRM. µ µ

 (Harrison-Walker, 2001· Stefanou . .,
2003).  µ µµ µ µ

µ µ µ  µ
µ  CRM. µ

 µ µ
,  µ µ

 µ µ ,
CRM, µ , µ  CRM 

, µ µ , :

, µ µ  µ

µ µ  CRM 
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Abstract

Research Results Summary

The most important result of the research is that it brings in light a significant lack 
of productivity and effectiveness regarding employees’ potential, abilities and 
capacities. Most employees (about 80%) are not satisfied from their productivity 
level. They believe that they can achieve better performance. The performance, 
hence productivity, could be achieved by better management.  

Employees believe that their managers could help them to increase performance if 
they change their attitude and management style. They don’t consider their 
managers as leaders that could motivate them and increase their team 
cohesiveness and productivity. Thus, they always try to self motivate themselves 
for achieving at least a considerable level of performance. In addition there are 
employee-employee interpersonal problems that arise from the bad climate that 
exist in the organization due to lack of communication and bad behaviour and 
attitude.   Employees need to feel that they are appreciated, respected and 
personally approached for working and individual issues and claim that 
administration and their managers are too far from these needs.  To change this 
situation, managers must be able to come closer to employees and deeply 
understand their needs. On its turn, this requires Emotional Intelligence skills and 
abilities. Thus, managers and employees must practice new methods of 
management and develop leadership skills by increasing Self-Awareness, Self-
Regulation, Motivation, Empathy and Social Skills. These skills will create 
effective communication, collaboration and cooperation channels between 
employees and managers.  

Emotional Intelligence and Leadership Effectiveness 

What is Emotional Intelligence?  

“Emotional intelligence” (EI) refers to “the capacity for recognizing our own 
feelings and those of others, for motivating ourselves, and for managing emotions 
well in ourselves and in our relationships. It describes abilities distinct from, but 
complementary to, academic intelligence, the purely cognitive capacities 
measured by IQ” [1].   

The concept of Emotional Intelligence was first popularized by Daniel Goleman 
(1995) [2]. Emotional Intelligence assists a person in dealing with the stressors in 
their environment. 

Emotional Intelligence Components [1] 

Self-Awareness – the ability to recognize and understand your moods, emotions, 
and drives (as well as values and goals) as well as their impact on others.  People 
who have it are either overly critical or unrealistically hopeful. 

Self-Regulation – the ability to control or redirect disruptive impulses and moods; 
the propensity to suspend judgment – to think before acting 

Self-Motivation – a passion to work for reasons that go beyond money or status; a 
propensity to pursue goals with energy and persistence. 

Empathy – the ability to understand the emotional makeup of people; skill in 
treating people according to their emotional reactions 
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Social Skill – proficiency in managing relationships and building networks; an 
ability to find common ground and build rapport; its about moving people in the 
direction you desire 

What is Leadership? 

Leadership is the ability to influence a group toward the achievements of goal. [3] 
Leaders have the ability to satisfy, motives give values and inspire their followers 
in times where they feel insecure not motivated and without vision. It is also 
important for a leader to have deeply developed his values to be effective.

Leadership Styles

Daniel Goleman, Richard Boyatzis and Annie McKee, in Primal Leadership [4], 
describe six styles of leading that have different effects on the emotions of the 
target followers. 

The Visionary Leader 

The Visionary Leader moves people towards a shared vision, telling them where 
to go but not how to get there - thus motivating them to struggle forwards. They 
openly share information, hence giving knowledge power to others. They can fail 
when trying to motivate more experienced experts or peers. This style is best 
when a new direction is needed. Overall, it has a very strong impact on the 
climate. 

The Coaching Leader 

The Coaching Leader connects wants to organizational goals, holding long 
conversations that reach beyond the workplace, helping people find strengths and 
weaknesses and tying these to career aspirations and actions. They are good at 
delegating challenging assignments, demonstrating faith that demands 
justification and which leads to high levels of loyalty. Done badly, this style looks 
like micromanaging. It is best used when individuals need to build long-term 
capabilities. It has a highly positive impact on the climate. 

The Affiliative Leader 

The Affiliative Leader creates people connections and thus harmony within the 
organization. It is a very collaborative style which focuses on emotional needs 
over work needs. When done badly, it avoids emotionally distressing situations 
such as negative feedback. Done well, it is often used alongside visionary 
leadership. It is best used for healing rifts and getting through stressful situations. 
It has a positive impact on climate. 

The Democratic Leader

The Democratic Leader acts to value inputs and commitment via participation, 
listening to both the bad and the good news. When done badly, it looks like lots of 
listening but very little effective action. It is best used to gain buy-in or when 
simple inputs are needed (when you are uncertain). It has a positive impact on 
climate. 

The Pace-setting Leader 

The Pace-setting Leader builds challenge and exciting goals for people, expecting 
excellence and often exemplifying it themselves. They identify poor performers 
and demand more of them. If necessary, they will roll up their sleeves and rescue 
the situation themselves. They tend to be low on guidance, expecting people to 
know what to do. They get short term results but over the long term this style can 
lead to exhaustion and decline. Done badly, it lacks Emotional Intelligence, 
especially self-management. A classic problem happens when the 'star techie' gets 
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promoted. It is best used for results from a motivated and competent team. It often 
has a very negative effect on climate (because it is often poorly done). 

The Commanding Leader 

The Commanding Leader soothes fears and gives clear directions by his or her 
powerful stance, commanding and expecting full compliance (agreement is not 
needed). They need emotional self-control for success and can seem cold and 
distant. This approach is best in times of crisis when you need unquestioned rapid 
action and with problem employees who do not respond to other methods.

Emotional Intelligence and Effective Leadership  

There is a model (Leadership Effectiveness Model) [5] which is suggested and 
used by the LDI (Leadership Development Institute Online) which describes the 
competence of five core management concepts and its role to Effective 
Leadership. These concepts are Emotional Intelligence, Relationships, Teamwork, 
Operations and Performance. Effective Leadership is closely related to Emotional 
Intelligence. People with developed Emotional Intelligence Capabilities tend to be 
more effective leaders. Since leaders can also be made than born, Emotional 
Intelligence skills are the number one necessary skills for effective Leadership.   

Managers Vs Leaders and Emotional Intelligence  

Managers act different than leaders. Most managers are unwilling to lead 
employees to change and recommend new practices and methods. On the other 
side leaders   have vision and are able to communicate this vision to employees. 
Leaders have also communication skills which are as important as the vision.  In 
addition, their integrity helps them to build trust, which is a two way street with 
employees. Effective leaders can control their emotions at work. And here is the 
big role of Emotional Intelligence. Emotional Intelligence has all the necessary 
tools to help leaders to be more effective. Thus, Effective leadership is related to 
emotional intelligence and helps to realize what employees want and need. 
Leaders bring their emotions to work and manage them well. In Addition they 
welcome the emotions of their employees and manage those well also.  

Building Emotional Intelligence Skills 

Developing Emotional Intelligence skills demands huge effort. This effort 
includes self or seminar training, individual and workplace practice and 
reinforcement.  

Emotional Intelligence skills may be developed when individual creates a strong 
support system for him/herself through a mentor, coach or group of peers who 
will give accurate feedback. Though it does take time, the payoff for developing 
emotional intelligence is high and well worth the effort. Emotionally intelligent 
leaders experience a greater sense of well-being, improved relationships, happier 
employees and lower employee turnover, better team work, greater job 
satisfaction and a greater degree of business success. 

Recommendations to management 

From managers to Leaders 

The research brings in light crucial issues about managers and employees 
relations. The most serious is that managers must learn to operate and behave 
more like leaders than managers. This means speaking from the heart, show their 
feelings and inspire employees by letting them understand that they matter to the 
organization productivity. Off course this is a two way street. The same Emotional 
Intelligence skills must be developed from the employees too. This will help both 
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managers and employees to find a common communication channel of change 
and a new conduct of communication.

Working with Emotional Intelligence  

Organizations must  have one and only target; excellence; it is to excel in value 
generation capability and to be able to attain improved business effectiveness and 
efficiency through better group working and management. Most organizations 
have realized the meaning and the change that people can bring in the 
organization and invests on its employees and managers inner-training in order to 
improve productivity, collaboration, communication and effectiveness in every 
sector of the organization.   Such philosophy is driven from within the company; 
the people who are dedicated to turn their skills, know-how and expertise into 
advantage for the company and its customers, in a team oriented culture, under a 
participative management style. 
 Emotional intelligence can bring in big difference and increase for both 
individual and organisational effectiveness. Promoting emotional intelligence at 
work needs to be a serious, sustained effort. It is important for the employees and 
every level manager to try utilising new practices and methods in the working 
environment. These practices will help them to acquire and develop Self-
Awareness, Self-Regulation, Motivation, Empathy and Social Skills which are the 
most important parameters and factors of Emotional Intelligence.  
Employees agreed that Emotional Intelligence characteristics and its 
implementation and affection to working environment and Leadership 
effectiveness could bring the change. They agreed that the practice of Emotional 
Intelligence methods and principles in the working environment could help them 
to overlap significant effectiveness, productivity and communication problems.    
Emotional Intelligence is possible to help employees and managers of any age, 
qualification and academic level to become more emotionally adept at work.  This 
requires significant monthly efforts for at least a 6 month period. The final result 
will be increased employee’s effectiveness, performance and overall 
organizational productivity.
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Appendices

Research Method

The research was based in questions and issues that employees answered and 
discussed separately with me and with their managers-leaders. The discussed 
issues were closely related to EI and employees’ need for leadership. Employees 
were carefully listened. Their answers were analyzed and showed that were 
intertwined with their everyday working needs. The result of the analysis 
connected on its turn, to their Leader’s needs and methods for improving 
effectiveness and group productivity.

Interview Questions 

The questions and the issues that discussed were:   

To employees

1. Are you satisfied with your productivity level? 
2. Can you Achieve better performance? 
3. How do you believe that productivity could be increased? 
4. What is your opinion about your manager? 
5. Who is the leader in your group? Your manager or a member of it? 
6. Is your manager influence your productivity, behavior and motivation and 

how? 
7. Could he differently perform and help you increase your contribution to 

the company’s production? 
8. Which do you believe the characteristics of a pure leader are?  
9. Do you know about Emotional Intelligence? 
10. Do you believe that  Leaders are born?  

To managers

1. What do you believe about self control? 
2. How do you infulence group decisions, behavior and motivation of your 

employee? 
3. What do you believe that Leadesrhip is? 
4. Do you know the connection of EI and Leadership? 
5. How do you approach and motivate your emlpoyees? 
6. Do you believe that a manager (you) could be a leader and warlock for his 

(your) employees? 
7. What could you change to better magnetize your employees? 
8.  Do you believe that EI is related to Leadesrhip and how? 
9. What could you imporve you performance and influence to your 

employees in terms of better performance? 
10. Do you consider yourself as a leader or a manager? 
11. Can everybody in the organization overcome mediocrity and increase 

performance? 
12. How do you plan to change the bad thing in the group?
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Ten Steps for Promoting Your Emotional Intelligence 

http://www.missionpossibleinc.com/emotional_intelligence.htm

1. Know yourself well through the use of assessment tools to understand 
your strengths and vulnerabilities.

2. Work with a mentor or personal coach to improve your EQ.  

3. Identify the causes of feelings: become aware of split-second, 
preconscious thoughts and their possible distortions.

4. Become aware of your emotional style: what do you do to avoid 
discomfort?  

5. Learn to differentiate between emotion and the subsequent need to take 
action.
a) The need to promote action in response to avoidance, withdrawal, and 
sadness.
b) The need to inhibit action in response to anger and hostility.

6. Acquire the skills of "learned optimism": what is your personal 
explanatory style? How do you explain events to yourself, both good and 
bad? Increase your optimism when appropriate and beneficial.

7. Listening for the "lessons" of feelings: turn mistakes into energy.  

8. Using "somatic markers" in decision-making: trust your gut and use it.  

9. Developing listening skills and in asking open-ended questions: "listening 
is the best way to get your point across."  

10. Increase positive feedback to yourself, to others. Learn to reframe 
negatives. Increase your appreciation of yourself and others.
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µ -µ µ  µ .

-
µ µ  µ - . µ ,  µ

µ µ ’  µ .
µ µ - , µ

 µ µ
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µ µ  (Dritsakis and Adamopoulos 
2004)

µ
µ µ µ .

µ : µ µ  µ
.   µ  µ

 µ ,
µ  µ µ - µ µ µ .

µ µ µ - µ µ
µ . , µ µ µ µ

.

µ

µ µ µ
µ µ µ

.
,

, µ  «µ »
. :

Y = f ( L, K, X, G, T )    (1) 

:

 = .
L = E
K = .
X = .
G = .
T = µ .

µ :

dY = YLdL + YKdK + YXdX + YGdG + YTdT    (2) 

i  µ .     i = L, K, X, G, T. 

 (2) µ :

TeGeXeKeLeY TGXKL  (3) 

 µ µ  eL, 
eK, eX, eG, eT  µ ,

, , , µ
.
µ  ( ) µ

µ µ  – 
/  (3) µ :

TeGeXe
K

dK

Y

K

K

Y
LeY TGXL              (4) 
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 dK µ µ

TeGeXe
Y

I
aLeY TGXL            (5) 

. µ
 µ  µ µ

µ µ .

uTaGaXa
Y

I
aLaaY 543210           (6) 

µ µ µ
µ  Feder (1982). µ  µ µ
µ µ , µ  µ .

µ  µ  (L) 
 ( ), µ  µ

 µ   (L),  ( )  µ  « »
µ .

µ µ ,
µ µ ,

µ  management µ  (Feder 
1982). µ

µ
µ . µ  Feder µ

 µ :

e
Y

X
XMP

Y

I
aLbaY XKL

1
0    (7) 

 MPX 
µ µ .  6  7 

µ µ µ µ .
µ

 µ µ  6 
.

 µ

 µ µ  µ
µ  µ  Nelson 

and Plosser (1982).  µ µ
µ  µ ,  µ µ -

µ µ µ .
 µ

.  µ µ
µ  Dickey-Fuller(1979). 

µ  Dickey-Fuller (ADF test) 

µ  ADF  t 
2 µ :

Xt = 0 + 1 t + 2 Xt-1 +
k

i
titi u

1

      (8) 
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 ADF µ  µ t
µ µ ,  t.  µ t-i

 µ  k   µ  ut 
µ , 0, 1, 2, i

µ .  µ
µ  µ   Xt :

 : 2 = 0  : 2 < 0 

 Engle and Yoo (1987) µ
 Akaike (AIC) (1974), 

 (8). µ
µ  (8), µ  µ µ µ µ

 k  µ  k 
 Akaike µ . µ

µ  Dickey-Fuller  µ µ µ
µ ,  Mackinnon (1991). 

INSERT TABLE 1 

 µ
Johansen (1988)  Johansen  Juselious (1990), µ µ

µ µ µ  (  1) µ µ
Gauss  µ µ

:

t = µ + 1 t-1+ 2 t-2 +…..+ p-1 t-p+1 + t-1 + ut             (9) 

where:

t  is a p 1 vector containing the variables. 

µ is the p 1 vector of constant terms. 

i = -I + A1 + A2 +…..+ Ai   (i =1,2…,p-1) is the p p matrix of coefficients. 

 =  I - A1 -A2 -…..- Ap   is the p p matrix of coefficients. 

ut is the p 1 vector of the disturbance terms coefficients. 

 µ  µ  µ  µ
µ t µ  µ µ µµ

µ µµ µ µ
µ . , µ

µ  r  µ  µ µ  µ
 µ .  Johansen (1988) and Johansen and Juselious 

(1990) µ
µ µ  VAR µ . ,

 (Tr),  µ µ  (L-max). 

:

                                  )ˆ1ln(ln2
1

i

p

ri

TQ      (10)  

ˆ
r+1, ……., 

ˆ
p µ µ  p – r µ  µ µ .

 µ  r 
µ µ . µ µ µ
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 µ  µ  r  r  0, 1, ,…… 
µ .

 L-max :

                                                                         )ˆ1ln(ln2 1rTQ  (11)  

 µ  r µ µ
 r +1 µ

µ .  µ  r = 0 
 r = 1, r = 1  r = 2, .

 µ
.  SC 

µ µ µ
.

M

µ µ  µ
- µ  µ µ . -trace -

max  2 µ  µ µ
µ µ . µ  5%  10% 

µ  Johansen  Juselious (1990) µ
-max 

-trace µ µ µ
µ , µ

 µ  µ µ .
-trace µ  (3-r) 

µ µ ,  µ
-max. µ µ  (USA) 

µ µ -trace. 

INSERT TABLE 2 

µ µ µ .U  U.S.A 
:

YEU  = 20239,9 + 1206 XEU
YUSA = 2249 + 63781 XUSA

µ  µ  µ
 µ µ .

µ µ µ µ  µ
µ µ µ

µ  µ .

µ  1960 
 2000,  6  7 µ  µ

 µ  µ  (O.L.S). 
µ µ :

 = µ
µ µ .
/  =  µ µ

.
L =  µ µ µ .
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G =  µ µ .

 =  µ µ µ .

 =  µ µ .

µ µ  (nominal) µ µ
 (deflator) .

 European Economy, International Financial Statistics 
(IFS).

µ µ  3  4. 

INSERT TABLE 3 

INSERT TABLE 4 

µ  3  4 µ :

µ µ 2R
µ .

µ
µ  0.28  0.70 µ µ µ

µ .

µ µ
 µ µ  F µ  5%. 

 tests  Durbin-Watson  Bruesch-Godfrey 
.

,  F  Farely-Hininch 
µ .

µ  VAR µ  µ µ µ

µ µ µ
µ  µ µ

µ .
µ µ  µ  (Dritsakis 

2004). µ µ :

Yt = lagged( Yt , Xt ) +  ut-1 + Vt     (12) 

 µ .

 ut-1 µ µ
 µ  t.  

-1< <0 .
µ  µ .

 Vt  2X1 µ .

 Granger (1988) ,
µ  µ  µ  ( X ) 

 µ
µ  (F – µ )

µ  ut-1 µ  (t – µ ).
µ  (12), 

µ .

INSERT TABLE 5 
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µ µ
µ  Akaike. 

, µ µ  channel 1 
channel 2.  µ  (

µ  µ )
µ µ  1. 

µ µ , µ
 2. µ  6 µ

. µ µ
,  µ .

INSERT TABLE 6 

 6 µ  Granger µ
µ , , .

 µ µ ,
µ .

µ µ

 µ
µ  µ

µ , µ µ µ
µ . µ µ  µ

µ µ  Johansen 
 Granger µ µ

µ .

µ
µ µ  µ .

. . .
  µ µ

µ µ ,  µ
 µ .

µ
µ . µ

µ
µ

 µ µ .
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+Table 1. Tests of unit roots hypothesis 

Augmented Dickey-Fuller 

Country µ

E.U    

Y 2.7410 -1.0877 1 

X -0.2249 -1.7303 0 

Y -2.6731* -3.9389** 0 

X -4.6134** -4.5706** 0 

U.S.A    

 1.9806 -0.5670 1 

 -1.1882 -1.9818 1 

Y -2.9870** -3.2535* 0 

X -4.9405** -4.8696** 1 

JAPAN    

 1.8227 -1.2005 0 

 -2.0943 -2.0306 0 

Y -4.2147** -4.7864** 0 

X -5.2522** -5.2715** 1 

Notes: µ  is the t-statistic for testing the significance of 2 when a time trend is 
not included in equation 2 and  is the t-statistic for testing the significance of 2
when a time trend is included in equation 2.The calculated statistics are those 
reported in Dickey-Fuller (1981). The critical values at  5% and 10%  are  -2.94  , 
–2.60 for µ and -3.53,  –3.19 for  respectively. 
The lag-length structure of a  of the dependent variable xt is determined using the 
recursive procedure in the light of a Langrange multiplier (LM) autocorrelation 
test (for orders up to four), which is asymptotically distributed as chi-squared 
distribution and the value t-statistic of the coefficient associated with the last lag 
in the estimated autoregression. 
**, *  indicate significance at the  5 and 10 percentage levels

Table 2. Cointegration tests based on the Johansen and Johansen and Juselious 
approach (Y, X,  VAR lag = 2) 

Country Statistic k = 0 k  1 No. of Cointegrating Vector 

E.U  -max 17.1183 3.2288 1 

 -trace 20.3471 3.2288 1 

U.S.A  -max 12.8964 7.1833 0 

 -trace 20.0797 7.1833 1 

JAPAN  -max 10.6303 5.2924 0 

 -trace 15.9227 5.2924 0 

Notes: The critical values for the  – max test for k = 0, k  1, at 5% level of 
significance are respectively 15.87, 9.16. At 10% significance level they are 

13.81, 7.53. For the  – trace statistics the critical values for k = 0, k  1, at 5% 
level of significance are respectively 20.18, 9.16. At 10% significance level they 
are 17.88, 7.53. 
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Table 3. Regression results for equation 6 (t-statistics in parentheses) 

TX
Y

I
LYEU 1166059.0700252.00678697.00654756.09015.12

           (-4.9947)**  (12.6635)**     (0.76065)         (2.1308)**         (5.6874)** 

97708.02R   F(4,36) = 427.2661  D–W = 1.72991 

B-G (X2) =2.1041  Farely-Hinich (F-stat) = 0.7823 

TX
Y

I
LYUSA 0676553.0282958.04516505.01105852.09984.19

          (-7.6587)**   (15.7271)**     (5.5844)**           (1.8905)*        (6.0294)** 

95304.02R   F(4,36) = 203.9514  D–W = 1.86242 

B-G (X2) =3.3277  Farely-Hinich (F-stat) = 1.8423 

X
Y

I
LYJAP 3765144.01430410.00383607.03140.7

          (5.1736)**  (10.7292)**    (3.5825)**      (7.7092)**

88150.02R   F(3,37) = 100.1873  D–W = 1.70285 

B-G (X2) =1.9543 Farely-Hinich (F-stat) = 2.1278 

**The coefficient estimate is statistically significant at the 5% level. 
*The coefficient estimate is statistically significant at the 10% level. 

Table 4. Regression results for equation 7 (t-statistics in parentheses) 

Y

X
X

Y

I
LYEU 27322.03450563.01027514.08682.11  

           (-4.7826)**  (15.3830)**    (3.7638)**      (5.0599)**

97442.02R   F(3,37) = 508.9393  D–W = 2.22452 

B-G (X2) =0.9967 Farely-Hinich (F-stat) = 2.0667 

Y

X
X

Y

I
LYUSA 34145.02819298.00656079.03027.5
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          (-2.4817)**  (11.3321)**   (2.5935)**      (2.3981)**

90556.02R   F(3,37) = 128.8503  D–W = 1.84439 

B-G (X2) =3.1005 Farely-Hinich (F-stat) = 1.4511 

Y

X
X

Y

I
LYJAP 5014597.02301824.00190510.04021.7

          (2.2615)**  (1.5774)        (2.9493)**         (1.98870)**

69912.02R       F(3,37) = 31.9806  D–W = 1.81367 

B-G (X2) =3.8752 Farely-Hinich (F-stat) = 0.7723 

**The coefficient estimate is statistically significant at the 5% level. 

*The coefficient estimate is statistically significant at the 10% level. 

Table 5 – Causality test results based on vector error – correction modeling  

F – significance level Dependent
Variable X

t – statistic 
u t-1 

E.U    

 0.000**(1) 0.072*(1) -2.4311** 

X 0.003**(2) 0.048**(1) -1.8913* 

U.S.A    

 0.000**(2) 0.003**(1) -2.9147** 

X 0.000**(1) 0.052*(1) -4.1385** 

JAPAN    

 0.087*(1) 0.171(1) -1.4187 

X 0.243(1) 0.311(2) -0.1952 

Notes: * , **, and  indicate 10%, and 5%,  levels of significance. Number in 
parentheses are lag lengths.

Table 6 – Summary of causal relations 

Country Y  X X  Y 

E.U 1 2 1 2 

U.S.A 1 2 1 2 

JAPAN   
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µ / µ /

.  ( µ µ )

  e-mail : dsidir@uom.gr 

-

µ µ µ

email : bousiou@uom.gr 

µ  µ
µ µ . µ

µ µ  (Learning 
Management Systems),  ( )
µ µ µ .  µ

µ , µ
µ

 (knowledge management)  µ .

Functionality and Characteristics of Web-based Learning Systems 

Abstract

The purpose of this paper is to present the main characteristics and the 
functionality of the most common Web-based Learning Systems that are used 
worldwide. More specifically, a detailed description of specific Learning 
Managements Systems and Adaptive Hypermedia Educational Environments is 
conducted. Furthermore, in order to identify the knowledge management 
techniques, a thorough study of existing web based learning systems is attempted.  

µ
µ ,  µ

. , µ  µ
 µ .

µ µ ,
µ µ .

 µ µ µ  µ .
 µ

µ µ
µ . ,
µ  µ
µ µ µ , µ

 µ µ . µ



61

µ
 µ .

µ  Compus (http://compus.uom.gr), 
µ µ

( . .).  Compus µ  «Classroom 
Online» (http://www.claroline.net/), 

µ µ «Compus», µ

 (LDAP Authentication Schema, µ µ µ
, µ , µ ,

). µ µ «Compus»

-
µ  “ ” . . µ

µ  Compus  µ µ  Claroline, 
µ  µ µ , µ

µ µ
. . µ , µ µ  µ µ

. .,  µ
µ  µ µ  µ

 µ µ , µ µµ µ µ
. ..  µ

µ  µ µ
µ µ  Compus.

µ µ

, µ
µ µµ .

µ ,
,

µ µ µ  µ  ( , µ , .),
 µ µ µ .
µ «Compus» µ µ µ

µ
.

« », µ

( µ , , .)  µ
, µ

µ µ ,
µ

 (http://compus.uom.gr/ claroline/manuals/e-class.pdf). 
 µ µ µ

Compus  (  1) :
,

µ µ ,  µ µ , , µ
, µ µ  µ µ , ,

 µ µ , ,
µ µ , .
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 1 :  Compus 

µ µ
µ µ , µ

µ , µ µ

.
µµ  µ µ ,

µ
µ µ  ( , , ).

 Moodle (Modular Object-Oriented Dynamic Learning Environment) 
µ µ

 µ µ .  Moodle (www.moodle.org) 
µ  (open source)  µ

µ  (server),  µ
 php. µ

.  µ
µ µ ,
µµ ,

µ .
 µ

 µ µ  µ
 µ µ .  Moodle µ

, ,
 (chat rooms), µ  (forums), ,

µ  (calendar),  (email), 
 µ  (quiz) . ..  (  2) 

 Moodle, 
 µ µ µ µ

µ .
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 2 : µ  Moodle 

µ ,  Moodle µ
µ µ  µ . µ µ

µ  µ µ
µ  µ µ  µ  (stable) 

 Scorm 2004, 
µ

 Moodle.

µ µ
 µ  BSCW (Basic Support for Collaborative Learning), 

µ
(http://www.gmd.de).

 3 :  BSCW 

 BSCW (http://www.bscw.de)  µ ,
 µ µ ,

µ  µ .
µ  (workspace) µ  BSCW 

(  3),  µ , , .
µ .  µ µ

, µ µ  µ
µµ µ µ , µ , µ
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µ µ .  µ µ  µ
 µ  µ ,  µ

 (chat room). µ  BSCW 
 µ , µ

 µ ,
 µ  (Bentley R., 

. ., 1997). 

µ µ µ

 µ µ µ
 1996 µ µ ELM-

ART (Weber G. & Brusilovsky P., 2001). 
µ µµ µ

 LISP (http://apsymac33.uni-trier.de:8080/elm-art/login-e).
µ µµ µ µ

µ . µ µ  µ
µ  µ
µ µ ,  µ .

,  µ  µ  µ  (
µ , µ  µ µ

),  µ ,  µ
 (Brusilovsky P., 1996).

µµ µ  LISP 
µ µ , , ,  µ  µ

µ .  µ  µ µ
µ  µ µ , µ

 µ  µ
µ .

µ , µ
,  ( , -

, .).  µ ’
 µ µ ,  µ , .

µ µ µ
µ µ µ µµ , µ

µ µµ  µ .
µ  µ µµ

µ  µ , µ µ
. µ  µ ,

,  µ ,
µ  µ µ

µ , µ µ .
µ µ  µ  µ

µ . ,  µ
µ µ , µ  µ

.

, µ  µ
 µ  .  µ µ  µ

.
µ µ  µ  µ

 µ ,
 µ .

µ  µ .
µ  µ
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,  µ  µ . µ
 µ µ ,

µ . To ELM-ART 
 µ µ ’ µ .

µ
µ  µ

µ µ  µ .

µ µ

µ , µ
µ µ

µ ,  µ  µ
.

µ
.

µ  µ
, µ

µ ’  µ .
 µ

µ µ  µ  µ , µ
µ

 µ . µ  µ µ µ µ
µ  µ

µ µ
µ µ , µ
µ . µ µ

µ ’  µ
µ  µ  (SCORM). 

Bentley R., Appelt W., Busbach U., Hinrichs E. , Kerr D., Sikkel K., Trevor J., 
Woetzel G. (1997), “Basic Support fro Cooperative Work on the WWW”, 
International Journal of Human Computer Studies: Special issue on Novel 
Applications of the WWW, Spring 1997, Academic Press, Cambridge 

Brusilovsky P. (1996), “Methods and techniques of adaptive hypermedia”, User 
modeling and user adapted interaction, V. 6, N. 2-3, pp. 87-129 

Weber G., Brusilovsky P. (2001), “ELM-ART: An adaptive versatile system for 
Web-Based instruction”, International Journal of Artificial Intelligence in 
Education”,12, pp. 351-384 

Wolfgang A. (2000), “WWW based collaboration with the BSCW system”, 
National Research Center for Information Technology (www.gmd.de)
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 – µ

µ µ

. . ,
 – µ  Lancaster 

µ , 71500, 
e-mail: tsoukat@sdo.teiher.gr

 marketing, 
µ µ

µ .
 µ  µ

µ µ
. µ ,

µ , µ
.

 µ  µ
 - µ .

µ  µ
µ µ µ

µ  µ µ  µ .

 - µ  Marketing

 marketing 
/  µ µ µ

, µ
µ  (Fornell 

& Wernerfelt 1987, 1988; Ennew & Binks, 1996).  

 marketing (Fornell, 1992), µ µ .
µ

 µ  µ  (Fornell & Wernerfelt, 1987, 
1988; Reichheld & Sasser, 1990; Zeithaml et al., 1996).  µ ,  5 

, ,  µ , 20% 
µ .

 marketing 

(Woodside et al., 1989) µ  µ
µ  (Bennett & Mandell, 1969; Howard & Sheth, 1969; Howard, 

1977). µ  µ , ,
µ . . µ ,

µ -µ - µ  (Bearden & Teel, 1983; LaBarbera & 
Mazursky, 1983; Parasuraman et al., 1988; Reichheld & Sasser 1990; Fornell, 
1992; Anderson & Sullivan, 1993; Rust & Zahornik, 1993; Selnes, 1993; Taylor 
& Baker, 1994; Hartline & Jones, 1996; Mital & Kamakura, 2001). 

µ  ( , ) µ
µ  µ

µ , , µ -µ - µ
µ  (Fornell, 1992). 
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 (Loyalty) µ µ
µ

µ µ -µ - µ  ( ).
µ

µ µ  (Bansal & Taylor, 
1999). , µ , µ µ

, µ ,  µ µ
µ  µ

, µµ .
µ µ µ µ

 µ  marketing 
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 µ
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 µ µ
.
.

 µ
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et al. (1988)  µ  µ µ , ,
 µ

.
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µ
.
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µ µ
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1996; Zeithaml et al., 1996). µ  1 :

µ  1. µ µ
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µ µ

µ µ
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µ

µ

µ
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. µ
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µ
µ .
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µ .
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µ
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µ

µ µ ,
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 µ  Q1  Q26, 
µ . µ  «
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3. µ , µ  µ  µ
 µ

 µ µ  SERVQUAL µ µ
.

, µ  µ
 µ  µ µ  « » µ

 Hofstede (1980, 1991) 
µ , µ  µ µ

 µ .  µ
µ

.
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Introduction 

Research evidence has been gathered to illustrate the benefits to health of an 
active lifestyle (12). As a result, position statements from various organizations 
have appeared in the literature proposing that there is a need to increase 
population physical activity levels. However, it is difficult for adults to change 
sedentary lifestyles and even more difficult to maintain changes on a long term 
basis. Providing appropriate physical activity for young children has thus been 
seen as a solution for developing skills, attitudes, values and establishing active 
habits that are likely to persist into adulthood (28).

The American College of Sports Medicine (7) recommended that efforts to shape 
the physical activity habits of youngsters should be directed towards school 
physical education, parental / home influences, health care professionals and 
organized community opportunities for physical activity. The present research 
focuses on one element, that is, organized community physical activity programs. 

Community physical activity programs have several advantages over traditional 
school physical education. They offer scheduling flexibility, freedom of choice in 
selecting content and opportunities to embrace activities not generally available in 
schools (14). A major disadvantage, however, is that such programs are voluntary 
in nature and therefore, their success depends on the number of participants who 
choose to attend. The success of large scale schemes obviously depends on the 
number of participants they are able to attract, and thus attempts to  influence 
participation rates seem particularly appealing. This idea is strengthened by initial 
research evidence which suggests that, while general physical activity levels carry 
a strong genetic component, participation in sports or other organized voluntary 
activity programs does not seem to depend on an inherited mechanism (11). Thus, 
participation in community activity programs is largely subject to change as a 
result of promotional efforts.

Knapp (22) argued that, although a relatively powerful and flexible technology for 
behavior change has been developed, the application of techniques to the area of 
exercise promotion has not yet been adequately tested. She identified three stages 
in the process of acquiring active habits. These are: (a) the initiation of exercise, 
(b) the early stages of behavior change and (c) the maintenance of the new 
behavior. Knapp (22) favored the examination of each of these stages through 
theoretical models of behavior but it is the case that, to date, research has been 
largely atheoretical in nature and results have been descriptive rather than 
explanatory or predictive (29). Presumably, if, as the World Health Organization 
(10) suggests, the priority is to encourage inactive people to change their lifestyles 
instead of increasing the activity levels of active individuals, it is vital that the 
process of initiation of exercise is studied in detail through existing theory. 

This is especially true for young children where nothing is known about the 
process of their initial enrolment in community physical activity programs. Such 
programs are organized and voluntary, features which are common to sport 
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programs. A logical step would be to borrow ideas about how children first 
become involved in youth sport. In this area, socialization into sport "refers to the 
social and psychological influences that shape an individual's initial attraction to 
sport" (13, p. 60). However, it is the case that, on this subject, field research is 
lacking. Brustad (13) argued that research conducted to date has not considered 
how children become involved in sport but has focused on the maintainance of 
sport involvement. 

McPherson and Brown (23) summarized the situation stating that influential social 
systems to which a child may be exposed are parents, siblings, relatives, peers, 
teachers, coaches and the mass media. Field research has shown that parents are a 
very strong socializing agent for sport participation especially in the case of young 
children (19). In the same vein, Brustad (13, p. 73) suggested that "it would be 
useful to better understand how children come to value particular aspects of sport 
involvement within their family structure". 

Parents have been considered to exert their influence on children's sport 
participation and physical activity through role modeling (16), or by 
communicating their beliefs, attitudes and values about sport to their children 
(13). However, recently, it has been proposed that parents may play a more direct 
role in the sport and physical activity participation of children under the age of 11 
years (21, Abstract). Parents provide financial support, transportation to and from 
activities and they also register their children in organized forms of activity (25). 
It seems reasonable to hypothesize that young children's participation in sport and 
physical activities is associated to a large extent with these parental actions.

Indeed, Sallis and associates (25) studied 148 girls and 149 boys aged 9 years on 
average, as well as their parents. Assessment of children's activity levels was 
undertaken with a caltrac accelerometer and self reports. Parents were asked to 
indicate the frequency with which they encouraged their children to take part in 
physical activities or play sports, the frequency with which they actually took part 
in physical activities or sports with their children and finally, the frequency with 
which they transported their children to places where they could engage in 
physical activities or play sports. A series of multiple regression analyses revealed 
that parental frequency of transportation to places where children could take part 
in physical activities or play sports was a significant independent predictor of 
physical activity levels for children of both genders. It was concluded that 
"interventions to increase children's physical activity should involve increased 
parental support of physical activity to children. The most effective type of 
support for pre-teen children appeared to involve facilitating their participation in 
organized physical activities and sports" (25, p. 1387). As a result, the authors 
suggested that "parents should be instructed to identify specific and concrete 
actions they can take to make it easier for their child to participate in games, 
sports or other physical activities" (25, p. 1387). 

Thus, children's participation in organized forms of physical activity may relate to 
parental actions such as registration in the activity, transportation and finance. It is 
that when registering their children for any activity, parents assess logically the 
required investment in time, effort and money and inevitably, evaluate and make 
judgments about its quality on behalf of their children, especially when they are 
under 11 years of age. Ultimately, it is reasonable to assume that involvement of 
very young children in organized community activity is a product of parental 
decisions and constitutes a form of parental behavior. Presumably, organized 
community physical activity programs are no exception. Consequently, it is 
legitimate to apply theoretical models of behavior to predict and explain children's 
initial involvement in community physical activity programs (1, personal 
correspondence).
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Aim of the Study: The purpose of the research was to explore the usefulness and 
validity of the theory of planned behavior to predict and explain the defined 
parental behavior. The dependent variable in this study was the initial 
involvement of young children in organized community physical activity 
programs. It was operationally defined as registration of first grade (aged about 6 
years) elementary school children in an organized community physical activity 
program taking place in Heraklion, the capital of the Greek island Crete. The 
program was created specifically for the purposes of this research. The research 
was based on the assumption that the dependent variable, as operationally defined, 
constituted a form of parental behavior. It was hypothesized that the theory of 
planned behavior was valid and useful in predicting and explaining the behavior 
under consideration. 

The Theory of Planned Behavior: The theory of planned behavior (3) is a modern 
theory in the area of social psychology which aimed to predict and explain 
virtually all forms of behavior. Its forerunner, the theory of reasoned action (5) 
was fruitful in predicting and explaining volitional forms of behavior (27). With 
the addition of perceived behavioral control the theory of planned behavior was 
developed in order to explain and predict behaviors that are beyond an individual's 
complete control (3). In brief, the theory of planned behavior maintains that a 
person's behavior is determined by his or her intention to perform the behavior. In 
turn, intention is determined by a combination of the person's attitudes toward 
performing the behavior, his or her perception of social pressure to perform or not 
perform the behavior (subjective norms) and perception of how easy or difficult 
performance of the behavior is likely to be (perceived behavioral control). The 
theory of planned behavior also maintains that perceived behavioral control may 
exert a direct influence on behavior not mediated by intention (see figure 1).  

Among other topics, the theory of planned behavior has been used to predict and 
explain exercise participation (30). In accordance with the rationale of the present 
research (although on a different topic), the theory of planned behavior has been 
applied to predict intentions of mothers to limit their infants' frequency of sugar 
intake (9) and to predict mothers' intentions to use oral rehydration therapy in 
rural African children suffering from diarrhea (20). However, prediction and 
measurement of the behavior of the mothers was not attempted in these two 
studies.

Research Hypotheses: It was hypothesized that attitudes toward performing the 
behavior, subjective norms and perceived behavioral control would all contribute 
to the prediction of intention. In turn, intention and perceived behavioral control 
were hypothesized to be  significant predictors of behavior. 

Method

The program: A voluntary, out-of-school, organized physical activity program 
was created specifically for the purposes of the research. It was of 1-month 
duration and children were able to participate 3 times per week for 1 hour each 
time. 

Subjects and Procedures: From a population of 1,854 first grade elementary 
school children resident in the urban municipality of Heraklion, Crete, a simple 
random sample of 400 was identified. Mothers were selected to represent both 
parents because, in terms of the geographical area and children's age they were 
known to be much more involved in the out-of-school activities of their children 
than fathers. Thus, mothers were approached with a letter and asked to complete a 
questionnaire containing the measures of interest. Details about time and place of 
registration were included in the letter which accompanied the questionnaire. Four 
children were excluded during the time period from subject selection to study 
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implementation because their families had moved out of the municipality of 
Heraklion.

Measures: Maternal attitudes toward performing the behavior were assessed with 
an 8-item semantic differential scale (24). Its suitability was based on previous 
research with the theory of planned behavior (4, 6), and on research done in the 
area of exercise with Greek women using the same theory (30). The question was 
"Registering my child in the program is" and responses were obtained on the 
following adjective pairs: good-bad, laborious-effortless, interesting-boring,
intelligent-unintelligent, pleasant-unpleasant, valuable-worthless, comfortable-
uncomfortable, important-unimportant. All items were scored on 7-point scales, 
for example, "Registering my child in the program is: very good / quite good / 
relatively good / neutral / relatively bad / quite bad / very bad". 

Subjective norms were assessed with a 2-item instrument scored on 7-point rating 
scales. The item "Most people who are important to me would disapprove if I 
registered my child in the program" was scored as surely yes / probably yes / 
maybe yes / neutral / maybe not / probably not / surely not. The item "Most 
people who are important to me believe I should register my child in the program" 
was scored as very likely / quite likely / relatively likely / neutral / relatively 
unlikely / quite unlikely / very unlikely. 

Perceived behavioral control was assessed with two questions: "Registering my 
child in the program is: very easy / quite easy / relatively easy / neutral / relatively 
difficult / quite difficult / very difficult" and "I think I have the resources to 
register my child in the program: surely yes / probably yes / maybe yes / neutral / 
maybe not / probably not / surely not". 

Intention was measured with two 7-point scales. "I intend to register my child in 
the program: very likely / quite likely / relatively likely / neutral / relatively 
unlikely / quite unlikely / very unlikely" and "I shall try to register my child in the 
program: surely yes / probably yes / maybe yes / neutral / maybe not / probably 
not / surely not". 

Behavior was assessed by registration of children in the program at a specific 
place during a specified time period and was scored dichotomously, with 1 
standing for registration and 0 denoting that registration had not occurred.

Statistical Analysis: Validity and reliability were obtained through factor analysis 
and computation of Cronbach's alpha, respectively. Subsequently, responses were 
averaged to derive the score for each construct of interest. Prediction of intention 
was attempted by means of hierarchical regression analysis while, for the 
prediction of behavior a logistic regression model was developed. 

Results and Discussion 

In total, 349 questionnaires were returned achieving a response rate of 88.1 per 
cent (initial number of questionnaires = 396). Eight questionnaires had no answers 
to any of the questions and were excluded from further analysis. From the 
remaining questionnaires, 52.8 per cent came from girls' mothers (n=178) and 
47.2 per cent from boys' mothers (n=159). A binomial non-parametric test showed 
that these proportions did not differ significantly (p=0.3268). Sixty-six children 
registered for the program representing 16.7 per cent of children whose mothers 
were approached and 19.4 per cent of children whose mothers returned the 
questionnaire. Of these, 32 were boys and 34 girls. Again, a binomial test showed 
that these proportions did not differ significantly (p=0.9020). 

A maximum likelihood factor analysis with oblique rotation of the axes lent 
support to the hypothesized constructs; attitudes, subjective norms, perceived 
behavioral control and intention. However, it was indicated that attitudes should 
be broken into two separate subconstructs. For this purpose a principal 
components analysis with oblique rotation of the axes was utilized. The attitudinal 
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items laborious-effortless and comfortable-uncomfortable loaded highly on one 
factor and the remaining items on the other, forming two separate but related 
constructs. In subsequent regression analysis the factor formed from the items 
laborious-effortless and comfortable-uncomfortable presented multicollinearity 
with perceived behavioral control and therefore it was rejected from further 
analysis. 

Computation of Cronbach's alpha showed acceptable internal consistency of the 
constructs. The attitude scale had a coefficient of 0.85, subjective norms had 0.53, 
perceived behavioral control 0.72 and intention 0.88. The reliability coefficients 
for subjective norms were not high but were satisfactory since similar values had 
been obtained in previous research with the theory of planned behavior (4). 

Prediction of Intention: For the prediction of intention a hierarchical regression 
model was developed. Intention was squared to normalize the distribution of 
residuals. Attitudes were entered first, followed by subjective norms and 
perceived behavioral control in subsequent steps (Table 1). All variables made 
significant contributions to the prediction of intention. 

Because the plot of residuals indicated moderate violations of the 
homoscedasticity assumption, a weighted, least squares regression analysis was 
implemented (Table 2). 

Table 2 shows a considerable increase in the values of multiple R compared to the 
ordinary regression model (Table 1). Again all the variables significantly 
contributed to the prediction of intention, thus explaining a larger amount of the 
variance. Judging from the beta weights, perceived behavioral control was the 
best predictor of intention. Inspection of residuals revealed that heteroscedasticity 
had been eliminated. All in all, the results indicated that intention could be 
predicted from the variables contained in the theory of planned behavior.

In the present study, intention was measured according to the guidelines and 
definitions advocated in the theoretical work by Ajzen (3), and Ajzen and 
Fishbein (5). However, in field research carried out by these authors, assessment 
of intention followed the definition adopted by Bagozzi and associates (8), that is, 
behavioral commitment to perform the behavior or deliberate planning to attain a 
goal. The second part of this definition complemented the definition of Ajzen (3) 
and Ajzen and Fishbein (5) and agreed well with the measurement of intention in 
previous tests of the theory of planned behavior (4, 6). As a result, intention was 
measured in the present research following the definition of Bagozzi and 
associates (8). This means that parents who had more positive attitudes toward 
registering their children in the program, who perceived greater social pressure for 
doing so and perceived performance of this behavior as relatively easy to perform, 
were more likely to form plans or exert effort in order to register their children in 
the program. Furthermore, attempts were made to avoid confusing the definition 
of intention with that of behavioral expectation which "refers to a person's 
estimate of the likelihood that he actually will perform a certain behavior" (2, p. 
33). This distinction has been made by other researchers as well (15) while Ajzen 
(2, p. 34) stated that "unlike behavioral intentions, behavioral expectations may 
have no causal effect on actual behavior". 

Prediction of Behavior: Behavior was a dichotomous variable and therefore 
logistic regression analysis was the appropriate method in this case. Intention was 
the independent variable at the first step while perceived behavioral control was 
entered at the second step of the analysis. Results are displayed in Table 3.

Based on the significance level of the corresponding R, intention made a 
significant contribution to the prediction of behavior. In addition, the positive sign 
of R indicated that the higher the intention, the more likely it was for the children 
to be registered in the program. In contrast, perceived behavioral control did not 
contribute to the prediction of behavior. The logistic regression correctly 
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classified 76.95 per cent of cases corresponding to children who did not register in 
the program and 67.60 per cent of cases corresponding to children who registered 
in the program. Overall, 75 per cent of the total number of cases were correctly 
classified. The goodness of fit coefficient (=0.2269) as well as the -2 Log 
Likelihood value (=0.9984) confirmed that the logistic model fitted well to the 
data. This means that the stronger the intention the more likely the performance of 
the behavior. Parents who indicated they had formed plans for registering their 
children in the program or were willing to exert effort to do so, were more likely 
to register their children in the program. 
These results offer partial support to the theory of planned behavior. In contrast, 
the present findings do not support the role of perceived behavioral control as a 
direct predictor of behavior. It was found that perceived behavioral control did not 
contribute to the prediction of behavior over and above intention. The following 
explanations may be given for this apparent discrepancy with the theoretical basis 
of the theory of planned behavior.
1. The theory of planned behavior supports the role of perceived behavioral 
control as a direct predictor of intention, only under the assumption that it is an 
accurate estimate of actual control (6). In the same vein, Ajzen (3) advocated that 
when behaviors are novel or unfamiliar to the subjects, perceived behavioral 
control is very unlikely to approximate actual control over the behavior. Since the 
behavior examined in the present research was novel and unfamiliar to the 
parents, it may be assumed that perceived behavioral control did not accurately 
reflect actual control over the behavior.
2. If however, perceived behavioral control accurately reflected actual control 
over the behavior, the present findings negate the utility of perceived behavioral 
control in the direct prediction of behavior. Since perceived behavioral control 
embraces factors such as opportunities and resources, it may be assumed that the 
presence or absence of these factors is not a direct determinant of behavior. This 
position is in agreement with the conclusions of Ajzen and Madden (6) who 
suggested that perceived behavioral control may influence behavior independent 
of intention, if performance of the behavior is at least partially beyond a person's 
control. Recent research which examined exercise behavior of pregnant women 
and adults taken from the general population, indicated that perceived behavioral 
control "does not influence directly exercising behavior, presumably because 
exercise is a behavior under one's volitional control" (18, p. 99). It is possible that 
the behavior examined in this study resembled that of exercise adherence and 
thus, in agreement with the findings of Godin and associates (18), it may have 
been under volitional control.
3. Fishbein and Stasson (17) questioned the utility of perceived behavioral control 
in predicting training session attendance of non-academic employees of the 
University of Illinois. However, they made a clear distinction between behaviors 
and outcomes, suggesting that perceived behavioral control may be valuable in 
predicting outcomes, as for example in the study of weight loss by Schifter and 
Ajzen (26). The present study dealt with behavior and not with an outcome and in 
this respect it agrees well with the propositions of Fishbein and Stasson (17). 
Whatever the reasons, the present findings do not support the direct contribution 
of perceived behavioral control to the prediction of intention. This means that 
perceived availability of resources and / or perceived difficulty for registration of 
children in a community physical activity program does not directly influence 
actual registration of children in the program by their parents.  
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Conclusions and Recommendations 

This study was based on the assumption that initial involvement of young children 
in organized community physical activity programs constitutes a form of parental 
behavior. Under this assumption the usefulness of the theory of planned behavior 
in predicting and explaining initial involvement of children in a community 
physical activity program taking place in Heraklion, Crete was explored. 

The following points summarize the conclusions drawn. The predictive and 
explanatory value of the theory of planned behavior is supported. Intention is a 
significant predictor of behavior but direct influence of perceived behavioral 
control on behavior was not found. Attitude toward performing the behavior, 
subjective norms and perceived behavioral control are all significant predictors of 
intention. The theory of planned behavior is superior to the theory of reasoned 
action for the prediction of intention but not for the prediction of behavior. 

Accordingly, promotion of community physical activity programs could be 
undertaken within the framework of the theory of planned behavior. Thus, parents 
should be exposed to messages: 

1. emphasizing the positive consequences of registering their children in the 
program. 

2. reassuring them that people important to them would not disapprove if 
they registered their children in the program. In contrast, parents should be 
made aware that people important to them would be supportive if they 
registered their children in the program. 

3. emphasizing that registering their children in the program would be much 
easier than they thought and that with little effort they could manage to fit 
it into their schedules. In addition, making facilities readily available and 
accessible for  families could facilitate the formation of parental plans and 
the exertion of effort to register children in the program. 

It is important to underline that the applicability of the present results only 
concerns initial involvement of children in physical activity programs. Adherence 
is another problem requiring separate research. 

Future research should examine fathers instead of mothers as representatives of 
both parents, different childhood age groups and populations from rural and semi-
urban areas. Finally, the present findings may indicate the utility of the theory of 
planned behavior in explaining and predicting initial involvement of young 
children in competitive sport activities through decisions of their parents. Since 
data on this topic are lacking (13), this might be a promising field of endeavor. 
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Table 1 

Regression with Intention as the Dependent Variable 

Variable Signifi-
cance of 
F

Signifi-
cance of 
F
Change

Signifi-
cance
of T 

R R 
square

Step 1 0.0000 -  0.4478 0.2005

Attitude   0.0000   

Step 2 0.0000 0.0000  0.5361 0.2874

Attitude   0.0000   

Subjective Norms   0.0000   

Step 3 0.0000 0.0000  0.6883 0.4738

Attitude   0.0000   

Subjective Norms   0.0001   

Perceived Behavioral Control   0.0000   

Table 2 

Results from Weighted, Least Squares Regression 

Variables in the Equation Signifi-
cance
of F 

Beta Signifi-
cance
of T 

R R 
square

Overall 0.0000   0.7714 0.5951 

Attitude  0.2446 0.0000   

Subjective Norms  0.2496 0.0000   

Perceived Behavioral Control  0.4643 0.0000   
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Table 3 

Prediction of Behavior 

Attitude

Intention Behavior
Subjective
Norms

Perceived

Control
Behavioral

Figure 1: Ajzen's Theory of Planned Behavior 

Variable Wald Significance R 

Step 1    
Intention 29.7999 0.0000 0.2906 

Step 2    
Intention 26.9150 0.0000 0.2755 

Perceived Behavioral Control 0.1430 0.7054 0.0000 
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Abstract

The ubiquitous nature of mobile devices allows direct marketers to reach 
consumers anyplace and anytime, using killer applications like SMS. As 
legislative efforts try to abate the aggressive nature of such push-based 
advertising, pull-based methods which let customers be in charge are gaining 
support. The present paper offers an insight in how new technologies can be 
employed to solicit a balanced mix of push-based and pull-based advertising for 
the common benefit of both marketers and customers. The scenarios presented 
show that simplicity, personalization and versatility can result from sustainable 
interactions between users and their device collections, which must occasionally 
expand to include infrastructure resources, in order to serve certain user tasks. 

Introduction 

Marketing departments are stepping up their efforts to include mobile marketing 
(m-Marketing) in their strategies to reach potential customers (m-advertising) and 
maintain their customer base (m-CRM). Although SMS has become a marketing 
favourite due to its automated and reliable nature [1,2], its rampant abuse in 
countries where the receiver pays (e.g., US, Japan) leads to legislation that forces 
companies to secure explicit customer permission before including them in their 
mobile marketing campaigns [3,4]. 
However, when it comes to controlling push-based advertising, astricting 
regulation can only be part of a solution. The remainder lies with boosting and 
supporting pull-type, non-intrusive advertising. This paper shows that a graceful 
customer experience can be secured if these two types of advertising meet half 
way. Push-type advertising stops when it reaches the customer base and makes its 
services known. Thereafter, a variety of pull-type methods can serve customer 
response. As the following scenario shows, rich technological support to 
materialize such an advertising mix lies with short-range wireless technologies 
and the forging of mobile phones and PDAs into Smart Phones [5]. 
A Basic Scenario with Futuristic elements 
To preserve story unity, the scenario described below takes place in an airport. 
Individual scenes are analyzed in the following section to identify fundamental 
issues relating to the make up of a Personal Area Network (PAN), device 
“borrowing” and privacy. In addition, sufficient care has been taken at inception 
to ensure that this scenario could also be taking place in a shopping mall or on the 
street, perhaps with slight modifications. 
Peter is the development manager in a small development firm specializing in 
software for wireless devices. His development team rushes through the last unit 
tests after fixing a bug in one of their modules, in order to catch up with their 
colleagues, Mary and Mark who will be flying to Athens to present their latest 
line of wireless devices. 
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As Mary disembarks the taxi and enters Airport Terminal B, a beep on her 
wireless earpiece alerts her to the appearance of the infrastructure’s iBot icon on 
her Smart Phone. After selecting “check-in” from the menu and responding 
affirmatively to a query asking permission to send her credentials to the e-
Counter, her e-Ticket is issued and dispatched to her wearable set. Mary flashes 
her e-Ticket at the security personnel and proceeds to the Duty Free area to get a 
present for her baby nephew in Athens. Through iBot, she selects “children’s 
wear” and receives a list of stores, ordered by increasing distance from her current 
location. After choosing the closest store, Mary gets the listing “Corridor B13, 
80m behind you” and starts walking there, when she receives a notification on his 
watch that their flight will be slightly delayed. 

Meanwhile, Mark, who has already checked in, receives the same notification and 
uses the airport Navigation Helper downloaded on his system to find a nearby 
Café to review his presentation. Mark sits at a smart table, takes out his PDA and 
instructs it to load the presentation and patch video on the table monitor, which 
charges €2.50 per hour of use. Having done that, Mark borrows a set of 
headphones from the smart table to listen to his favourite song list and browse his 
email, trusting that the e-Counter will alert him when his flight is ready to board. 
“How things have changed in a few years”, Mark muses, recalling that not too 
long ago the continuous flight announcements on the public speakers were 
distracting everybody. 

Having bought her present, Mary, taps on iBot once more and looks for 
“Specials”, a listing where Duty Free stores advertise their special offers. Tennis 
Wear attracts her attention, but the store is on an altogether different terminal. To 
avoid walking there, she dispatches a 3D mesh diagram of her figure to the store 
to be fitted with specials her size. She browses the list of fitted models returned 
from the store on her i-Glasses and settles on a really nice outfit for €75, receiving 
notification that she may pick it up at the boarding gate. 

Having finished her shopping, Mary picks up her PDA to look for Mark, when she 
receives a call from Peter who asks Mary to turn one of her demo devices on, to 
do a software update remotely. After download is complete, Mary authorizes 
installation of the update using her fingerprint, which descrambles and installs the 
package. Mary then finds Mark’s location using her PDA and proceeds to meet 
him, when she hears their boarding announcement through her earpiece. At the 
gate, Mary picks up her shopping, updates Mark on her communication with Peter 
and they board their flight. 

Devices and Interactions 

In the following subsections, the individual scenes are graphically rendered, with 
the top-level interactions depicted as numbered arrows to reflect sequence. 
Granting that today’s technology allows the implementation of such a wearable 
system, some aspects (such as the i-Glasses) remain futuristic, though 
inspirational. 

Scene 1: Checking-in and Window Shopping 

The first scene introduces the following issues and characteristics: handshake 
between a wearable set and the infrastructure, secure access to selected services 
(such as the e-Counter shown below), access to infrastructure directory of 
services, and user orientation within infrastructure bounds. 

“As Mary disembarks the taxi and enters Airport Terminal B, a beep on her 
wireless earpiece alerts her to the appearance of the infrastructure’s iBot icon on 
her Smart Phone. After selecting “check-in” from the menu and responding 
affirmatively to a query asking permission to send her credentials to the e-
Counter, her e-Ticket is issued and dispatched to her wearable set. Mary flashes 
her e-Ticket at the security personnel and proceeds to the Duty Free area to get a 
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present for her baby nephew in Athens. Through iBot, she selects “children’s 
wear” and receives a list of stores, ordered by increasing distance from her current 
location. After choosing the closest store, Mary gets the listing “Corridor B13, 
80m behind you” and starts walking there, when she receives a notification on his 
watch that their flight will be slightly delayed.”

Figure 1: Interaction Sequence for Scene 1 (Diagram and Table) Note: Heavy lines are wired 
connections and the lighter arrows are messages over wireless. Interactions happening through the 
Access Point AP are not shown for space economy. Furthermore, the “cloud” around the user and 
his devices denotes a PAN. 

# Interaction Comment 

1a iBot => Phone iBot alerts the wearable set of its existence: 
(a) An iBot icon appears on the Phone, and … 

1b Phone => Earpiece (b) Mary’s earpiece beeps 

2 User => Phone Mary taps the iBot icon on her Phone and selects “Check-in”… 

3 Phone => iBot After which the Phone contacts e-Counter through the iBot … 

4 e-Counter => Phone … and e-Counter asks for the user’s credentials 

5 User => Phone Mary gives authorization, following which… 

6 Phone => e-Counter … her credentials (e.g., customer ID or confirmation #) are dispatched to e-
Counter … 

7 e-Counter => Phone … where an e-Ticket is issued and sent back to Mary’s wearable 

8,9, 
10

User => Phone => iBot 
=> Phone 

Mary taps the iBot icon again and selects “children’s wear” and the Phone 
asks for a listing of stores from the iBot, which it promptly returns 

11,12 User => Phone => iBot Mary taps on the closest store on her Phone, which requests iBot for 
directions to that store 

13a iBot => Phone Upon return, the directions are displayed on the Phone … 

13b Phone => Earpiece … and played back on Mary’s earpiece 

14a, 
14b 

e-Counter => Phone => 
Watch

Finally, a notification that Mary’s flight will be delayed reaches Mary’s 
Phone and Watch, which starts beeping 

15 User => Watch Having put her Phone away, Mary presses a button on the watch to 
acknowledge receipt and stop the beep 

Scene 2: “Borrowing” Infrastructure Devices

The second scene introduces the very important issue of “borrowing” infrastructure devices and 
incorporating them to a user’s PAN, as well as tracking them for safety. 
“Meanwhile, Mark, who sits at a smart table of a nearby Café, takes out his PDA and instructs it to 
load the presentation, patching video to the table monitor, which charges €2.50 per hour of use. 
Mark uses the PDA as a remote control to review his presentation on the monitor. Having done 
that, Mark borrows a set of headphones from the smart table to listen to his favourite song list and 
browse his email, trusting that the e-Counter will alert him when his flight is ready to board.” 

Figure 2: Interaction Sequence for Scene 2 (Diagram and Table) 
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# Components Comment 

1 User => PDA Mark instructs PDA to load presentation, … 

2 PDA => Smart Table … and “patch” video output to the Smart Table’s LCD 

3a User => PDA Mark uses his PDA as a remote control … 

3b PDA => Smart Table … to view his presentation on the Table’s LCD 

4a,b User => PDA Mark instructs his PDA to “borrow” the table’s Earphones and 
Keyboard through his PDA. The renting period for these two I/O 
resources begins. 

5 User => PDA To conserve power, Mark instructs his PDA … 

6 PDA => Smart Table … to load and play his favourite play list on the Smart Table’s mp3 
player … 

7 Smart Table => Earphones … which will output sound on the borrowed Earphones 

8,9 User => Keyboard => LCD While listening to music, Mark browses the internet on the Smart 
Table’s LCD using the borrowed Keyboard 

Scene 3: Futuristic shopping

This third scene introduces issues relating to public code download (plug-in), security of personal 
data (such as Mary’s 3D figure which is transmitted to a virtual “Store”) as well as security of 
financial transactions (electronic payment). 
“Having bought her present, Mary, taps on iBot once more and looks for “Specials”, a listing 
where Duty Free stores advertise their special offers. Tennis Wear attracts her attention, but the 
store is on an altogether different terminal. To avoid walking there, she dispatches a 3D mesh 
diagram of her figure to the store to be fitted with specials her size. Mary uses a store plug-in (with 
functionality such as next/previous image, turn around, drop image) to browse the list of fitted 
models returned from the store on her i-Glasses and settles on a really nice outfit for €75 [6] , 
receiving notification that she may pick it up at the boarding gate.” 

Figure 3: Interaction Sequence for Scene 3 (Diagram and Table). 

# Components Comment 

1a-c User => PDA => iBot => 
PDA => User 

This message loop shows Mary using her PDA to query iBot for 
specials. Following notification that the store is far … 

2a,b User => PDA => Store … Mary sends her 3D mesh figure, stored in her wearable set, to the 
Store

2c Store => PDA The Store returns a list of fitted models to the PDA along with a plug-
in to help her view them  … 

2d PDA => i-Glasses … and Mary puts on her stereoscopic i-Glasses to browse the images 

3a-c User => PDA => Store => 
PDA

Mary selects the outfit she wants to buy on the PDA, following which, 
the Store requests payment 

4a-c User => PDA => Smart 
Phone => Bank 

Mary authorizes payment on the PDA. The request is communicated 
via the Smart Phone (GPRS) to the Bank. 

5 Bank <=> Store Following a successful transaction, the Store is notified … 

6 Store => User …and a notification is generated and communicated to Mary. 

Scene 4: Secure Code Transfer

Whereas earlier scenes only hinted at the possibility of “public” code download (such as the iBot 
helper) in the form of a plug-in, this final scene introduces issues relating to the secure transfer of 
“private code”, shown via the software upgrade. In addition, two important issues raised by Mary’s 
ability to track her colleague’s position are: (a) whether user positioning should be permitted and 
(b) if case it is permitted, how to impose user anonymity in a public space on the one hand, while 
allowing authorized user tracking on the other [7]. Finally, powering up a device reveals the 
important issue of establishing a user’s individual Personal Area Network. 
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“Having finished her shopping, Mary picks up her PDA to look for Mark, when she receives a call 
from Peter who asks Mary to turn one of her demo devices on, to do a software update remotely. 
After download is complete, Mary authorizes installation of the update using her fingerprint, 
which descrambles and installs the package. Mary then finds Mark’s location using her PDA and 
proceeds to meet him, when she hears their boarding announcement through her earpiece.” 

Figure 4: Interaction Sequence for Scene 4 (Diagram and Table) 

# Components Comment 

1a,b Peter’s (remote) device => 
Mary’s Smart Phone 

Mary answers Peter’s call through her earpiece 

2 User => Device Mary turns her “Device” on … 

3a,b Smart Phone  Device 
PDA

… after which the “Device” is incorporated into Mary’s PAN 

4 Server => Device Peter uploads the software update to the (GPRS-enabled) “Device” … 

5 Device => Smart Phone … after which, the “Device” requests authorization to descramble and 
install the software on Mary’s Smart Phone 

6,7 User => Smart Phone => 
Device

Mary authorizes this action using the fingerprint ID on her PDA 

8,9 User => Smart Phone => 
iBot 

Following installation, Mary uses her Smart Phone to locate Mark 
using the iBot’s “Locate” functionality 

10,11 iBot => Mark => iBot iBot locates Mark and … 

12 iBot => Smart Phone … dispatches a relevant message or map + location to Mary’s Smart 
Phone 

13a,b e-Counter => Smart Phone 
=> Earphone 

Finally, e-Counter broadcasts a notification to all flyers on Mary’s 
flight that boarding is about to start. Mary hears the message on her 
Earpiece. 

Conclusions

The scenario presented contains fundamental types of interaction that could very 
well be taking place in a variety of user contexts: in a shopping mall, in the street, 
while driving, etc. It is to be noted that only limited use of personalization has 
been used in different scenes, other than Mary, who is on foot, prefers to use her 
Smart Phone, while Mark who is sitting at a café prefers his PDA. Personalization 
is a huge and complex subject and will be discussed in depth in a forthcoming 
paper. Personalization allows for wildly different behaviour. For example, in the 
scenario it is Mary who accesses the infrastructure list of special offers, but that is 
because she is interested in buying something. Alternatively, the preferences of a 
user walking downtown could indicate that advertisements from stores he/she 
walks by can be filtered through a list of preferred shopping and played back on 
her earpiece. Thus, if some special catches her attention, she may stop and enter 
the store. This shows that the barrier between push- and pull- types of advertising 
are “soft” and may be modified by user preferences. 
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Abstract

The study of meaning and ‘semantics’ (or ‘semiotics’, or ‘semiology’) has been 
and still is a subject of major importance, throughout the centuries, for 
philosophers, linguists, psychologists, sociologists, anthropologists, literary, 
aesthetic and media theorists, psychoanalysts, educationalists, programmers and 
marketers (Chandler, 2002). In that context, all sorts of ‘vehicle of meanings’ like 
texts, images, gestures, symbols, programming languages, etc. can be considered 
as signs. 

Aristotle and Plato have been the first to deal with the matter of signs and their 
meaning from a philosophical point of view. In their respective works About Soul 
(n.d.) and Timaeus (1995), the two philosophers are the first to explore, among 
other issues, the construction of meaning, the importance of signs and the concept 
of ideas.
The term ‘semiology’ (i.e. the study of signs) is mentioned for the first time in a 
manuscript by the Swiss linguist Ferdinand de Saussure (1857-1913), in 1894.   

As a wide scientific field with many applications, the study of signs has also been 
a very useful tool for academics and professionals in the marketing field. Its 
applications on that specific field vary: from content analysis, as in the case of 
qualitative study, where the consumers’ connotations for a product, a service or a 
company are explored, to the construction of an advertising message with signs 
that will probably appeal most to existing or potential customers.      

According to the above, effective information exchange between people is a sine 
qua non for modern economies around the world. Nevertheless, during the last 55 
years effective information exchange between humans and machines, specifically 
computers, has evolved to a wide scientific field with major impact: Artificial 
Intelligence (AI). AI has been defined in various ways, but in the context of the 
present paper it is defined as “the study of the computations that make it possible 
to perceive, reason and act” (Winston, 1992).     

“Intelligent computers” are providing businesses and end users with a vast array 
of possibilities regarding effective information exchange. Of course, AI 
applications could not leave out the biggest information exchange network in the 
history of mankind: the World Wide Web. During the last 6 years, a considerable 
number of programmers and scientists are working on what is considered as the 
‘meaningful’ extension of the WWW, the so-called “Semantic Web”.       

The main characteristic of the Semantic Web is the effort to provide existing data 
in WWW with meaning. This is accomplished through additional data, called 
“descriptive metadata” (Weibel, 1995 and Brasethvik, 1998). In that sense, 
descriptive metadata could be defined as those which provide important 
information (that is, explain and enrich), other data (Allen, 2001 and Brasethvik, 
1998).

As Tim Berners-Lee et al. (2001), point out, the largest percentage of content 
available through WWW nowadays, is designed so that it is read by human users 
and not being semantically processed by computer software. The Semantic Web 
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structure aims at creating a friendly environment for “software agents” which, by 
navigating from page to page, will be able to perform specialized and complex 
tasks requested by users.

What are the limitations of such a promising project? What sort of potential does 
it offer to e-marketing professionals? The present paper attempts to answer these 
questions and to provide readers with a realistic view of a Semantic Future.   

,  ‘Semantic Web’ ’
 ‘ µ ’,  µ

 µ µ  (World Wide Web 
WWW).  

µ
µ µ µ . µ
µ  µ µ , µ
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Media Forgery  

New Media carried out and maximized old human diseases like vanity, theft, lies, 
and general hostility. Kozani Media Group works in multimedia 20 years now 
since 1985 with a number of serious developments [1-9].  The use of new Media 
in marketing campaigns has been analyzed from 1985. I remember professor 
Fragakis at the presentation of the first Hellenic CD-ROM and the Babiniotis team 
trying to stop the progression. However 20 years now we elevate new media from 
technology to a marketing tool.  
We evaluate all interactive and falsification properties of specific New media and 
Technology like SMS, IRC and Internet. Three case studies are investigated and 
we propose specific counter actions:
a) IRC pseudo promotion: We tried out a special made IRA server based to the 
Artificial Intelligence personified technology to deliver special simple 
advertisements. We do not design any counter action since this marketing 
technology is still under beta test. We present this marketing tool here only to 
prove the forgery existence. [9-12]
b) SMS Voting for TV reality shows falsify voters will according to internal 
Medi  (TV producers) criteria. We propose a voters huge Ftp publication site to 
crystal clear voting (or as an excuse for Media plastography)  
c) EBU Tele-voting: We analyze the voting schema of EBU contest (known as 
Eurovision) and prove a huge possible falsification to the will of people of 
Europe. [13-18].
2 IRA Advertisement one to one messaging  
IRA is a common autobot machine connected to a system feeding the IRC with 
pseudo-person. The Internet user actually discuss with a machine, giving 
unlimited advertisement capabilities. Technically the system designed with front-
end processing approach, is based on existing IRC and autobot systems and alpha-
tested efficiently. Its advertisement capabilities are very interesting and various 
extensions are under implementation. The system use two subsystems:  
• IRC (Internet Relay Chat)  
• Auto-b t an interactive chat-talking expert system based on the old 

psychology ELISA programme from the old days of AI.

The name of the ancient Godness IRA (IRc+Autobot) named the system with the 
following functionality:  
1.  Exports to existing IRC chats various virtual persons names incorporated 

into our base system  
2.  When an existing person connects to the chat all the control is transferred 

on the IRA server.  
3.  There all the conversation is constructed  

2.1 IRA Functional Diagram  
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Diagram shows the constituted IRA parts from 1 to 9 and the flow points from A 
to F.
• IRC EXPANSION SERVER=1 : exports pseudo names to existing IRC 

chats. Existing persons enter the system at point A and question arrive at 
point C . At the same point C contsructed answers arrive. At point G 
contsructed conversation try to atract new users.

• CIDENT RESOLVER=2 : Program that signals to the operation center 
the need to continue th wtalking an existing person.

• AUTOBOT SERVER=3: Is the core system that accepts questions and 
prepares answers.   

• Learning System=4 is an off line  knowledge accumulation system.  
• Knowledge base=5 has various qusetions and answers models that are 

under improvement all the time.  
• Pseudo-Events concerns the creation of various types pseudo events.
• System data=7  
• IRA=8 and a lot of other servers are widespreaded around the internet in 

order not to be traced and demystified.  

Alpha Test for advertisement  

IRA system implemented to promote national propaganda projects but very easily 
could be converted to deliver advertisement messages. Assuming a minimum of 
5000 conversations per hour, 1 Euro charge for every message, 3 advertisements 
per hour lead us to a net profit of 300,000 Euro per day. Apart from this 
profitability we only want to expand our system for IRA enabled psychotherapy. 
This alpha test of our IRA system proved that media forgery existence. For the 
time being it is in good hands and counter actions are not necessary.  
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3 TV Reality Shows Tele-voting
All TV reality-game shows are based to SMS televoting for a number of reasons 
like: illusion of participation for the viewer, game flow and of course pico-money 
collection. The procedure is straight forward:
1.  TV station announces option, telephone numbers and cost per call (vote). 
2.  Home viewers call the desired number, pay and vote.  
3.  TV production sums up the calls 
4.        And finally it announces the winner. Although we talk for a reality show,    
the real reality is totally different. Since TV ratings dominate the TV world, no 
producer would endanger the ratings to obey to the audience. Therefore an 
additional intermediate step takes place before the step 3 above. The TV producer 
The TV producer team ignores the placed calls and SMSs and choose the “right” 
game winner.  

The term right here could embrace:  
• Higher TV rating  
• Better production income  
•  Game storytelling However there is a solution to the problem. All  SMS 
 are announced when they occurred to a special web-ftp site.  

The necessity is obvious:
• Very easily everybody could measure up and prove his own  calls.
• Fake calls from the TV station cannot be added, because   
 non existing numbers are known to the GSM providers.  
•  Flow participation and TV ratings can be cross checked.
This action is proposed Here and Today to Hellenic Media owners. 
.   
4 Multi million forgery at EBU song Contest 

Above we established the forgery un-safe nature of SMS voting. Unfortunately we 
cannot propose a similar action for EBU song contest since it concerns a multi 
million operation. The idea is very simple and it is based on the unequal 
population of Europe EBU member states where Monaco and Andorra with 
population less than 100,000 give the same 24 points with 2400 times population 
of 225.000.000 Russia and Germany.   
The table clarifies the procedure. Monaco has population 32270, where the SMS 
cost is 1 Euro, voters are 2% of the citizens, that is 645 persons arising at a total 
SMS cost to 645 €. In order to accumulate 12 points for the specific country 30% 
of the total must be added, that is 194 extra votes and Euro cost accordingly. For 
this amount we accumulate 12 points. It is proved that with 89481 € we gain the 
first stage at 17 countries with total score of 204 points. With these extra points it 
is likely more than expected the golden victory for our forced operation. The ROI 
table explains this idea.  
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Table 1, Cost to falsify EBU song contest 
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Table 2, additional cost and accumulated points 

COST

multiple SMS cost for >140 points Song copyrights byout Eurobet  cash in  
INCOME

Country grand Eurobet  (24X) song related sales

NET PROFIT 
Table 3, Return on Investment 

Net profit for a two week operation up 900%. This is the society we re living in. 
We don’t know the exact facts in order to propose actions. Nevertheless reality is 
more dangerous:
• Fast SMS modems with capacity up to 20,000 SMS per hour to ensure 

delivery and bulky volume;   
• Massive cheap computer only GSM numbers without the need of a cell 

phone.
• GSM use phones and numbers,  
• National propaganda authorities evolvement;   
• EBU and phone operators internal errors and irregularities;  
• Bet mafia underground, etc.  

1,589,481 

89,481

1,000,000  

500,000  

15,500,000 

500,000 
12,000,000  

3,000,000  

13,910,519 
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Maybe this will the first real life case for the newborn European security service a 
few kilometers from here. They could stop playing with computers, and face a 
multi million crime. We can help them from Ierapetra local TEI department or 
other forthcoming most globalized initiatives, like OPEN TEI and Mediteranian 
resort  University 

REFERENCES  

"Multimedia Training Technologies- OLYMPIC 1996 BOOK", Dr Zissopoulos 
D.,DELTA EEC programme, DG, 21 April 1989, ZAPPION Palace  

"Multimedia Learning Materials",Zissopoulos Dimitrios,International Linguistics 
Association,AILA- ,15-19 April 1990, Chalkidiki

"CD-I multimedia training",D Zissopoulos,A multimedia Approach for Education 
and training,ERT-SATURN,26-27 Sep 1991,ZAPPION Palace

"MPQL, Motion Pictures Query Language",D Zissopoulos,Theamatics 92,Expert 
Sys International,7-9 Dec 1992,ZAPPION Palace  

"HELLASOUR CD-I, investment",Mavromatidis, Zissopoulos,TECTOUR 
conference,Concelleria D Comerc Industria,3 Noe 1993,Mayorka

"Media Evolution and Electronic University",D Zissopoulos,1st Interbalkan 
Academic Meeting,TEI,11-13 June 1993,Aerodromio  

"HELLASOUR CD-I",Zissopoulos Dimitrios,Lingua-DELTA confence,EEC, 
DG16,12 Dec 93,London  

"CD-I as a advertisement technology, Dr Zissopoulos D – Dr Mavromatidis H., 
REKLAMA-EXPO 93, Kultura Organization,15-21 June 1993,SOFIA

"Virtual Reality for advertisement and propaganda using a combination of IRC 
and autobot machines", D Zissopoulos,G Charitoudi, IT Rasidov, Problems Of 
Power Engineering And Computer Science, Cybernetics  2000, Taskend, 
Uzbekistan

"OFFHALL ( Official Hacker Avoidance Firewall), proposal of  a packet matcher 
firewall, a step before Windows Code goes Public.", G Charitoudi, .T. Rasidov, 
Problems Of Power Engineering And Computer Science, Cybernetics, 2001, 
Taskend, Uzbekistan

"Scientific, technical and business aspects, to convert an analog border line into a 
next generation Digital Secure State Line (DSSLine)",D Zissopoulos, V Sioutas, 
V Lazaridis,Intelligent Systems Methodology, Models, Applications in Emerging 
Technologies,IEEE,20 June 2002,Varna, Bulgaria.

Spookybots, Dmitry Zhuravlev, VirtualCentre-Media.net 2000

OPC-SMS: a wireless gateway to OPC-based data sources ,Vassilis Kapsalis , 
Stavros Koubias and George Papadopoulos, Computer Standards & Interfaces , 
Volume 24, Issue 5 , November 2002  



128

System integration of WAP and SMS  for home network system, Chi-Hsiang Wu 
and Rong-Hong Jan Department of Computer and Information Science, National 
Chiao Tung University, Computer Networks, Volume 42, Issue 4 , 15 July 2003,  

Procedural security analysis of electronic voting, Alexandros Xenakis, Ann 
Macintosh Napier University, Edinburgh, ACM International Conference 
Proceeding Series, Proceedings of the 6th international conference on Electronic 
commerce, Delft, The Netherlands, 2005

Reality instant messaging: injecting a dose of reality into online chat, Mei Chuah 
Accenture Technology Labs, Palo Alto, CA, CHI '03 extended abstracts on 
Human factors in computing systems, Ft. Lauderdale, Florida, USA, 2003

Marketers try wireless ads, Maddox, Kate, B to B v. 90 no. 4 (April 4 2005), 
ISSN:1530-2369, 2005

Risks to the public in computers and related systems, Peter G. Neumann,  SRI 
International EL-243,Menlo Park CA, ACM SIGSOFT Software Engineering 
Notes archive, Volume 28 , Issue 2 March 2003, ACM Press  New York, NY, 
USA



129

New Technologies & Marketing 

Presentation by Loyalward Limited 

Title: “Intelligent” Tourism 

Presenter: Geoff Brown, Project Director (GBrown@ashgate.net)

Introduction 

Loyalward Limited has an agreement with the Foundation Panagia Akrotiriani to 
develop the Cavo Sidero peninsular for tourism. The agreement, won by 
international tender, allows the Company to use 25,000 stremmata of the land of 
Moni Toplou for a period up to eighty years. This presentation will highlight the 
scope of this extensive Project with particular reference to the up-to-date methods 
to create, operate and market sustainable tourism which integrates well with the 
local society and environment. 
The Project has been designed as a fully integrated resort with a total of 7000 beds 
in five hotels each surrounded by apartments, town houses and villas for 
residential tourists. The facilities will include two 18-hole and one 9-hole golf 
courses, 1000-seat conference centre, athletic arena, equestrian centre, marina, 
amphitheatre, arts centre, botanical garden as well as the typical features of 4-star 
(minimum) hotels. 
The layout of the resort is low in density (less than 1% construction) and has been 
designed with every consideration for sustainability. 

“Intelligent” Operations 

The successful operation of the Project starts with the integrated planning. Respect 
for the landscape will pay dividends in the appeal of the resort so: the Vaï forest and 
Itanos archaeology site have been excluded from the development; detailed digital 
3-D modelling has been used to make sure all important sight lines remain 
unimpeded; golf courses will be carefully blended into the topography; locations for 
rare flora and fauna have been avoided; villages have been laid out with landscaped 
features and to encourage pedestrian access; and villages will be surrounded by 
buffer zones which merge into the natural makki. 
Design of the villages will be taken from traditional Cretan architecture modern 
construction techniques will be used (including a revolutionary new method which 
will be tested in the early stages of the Project). Layout, design and construction 
will use the latest bio-climatic techniques to minimise future energy needs. The 
whole resort will be “wireless” so that high-speed internet connectivity will be 
available throughout and remote building management will be enabled. 
We are looking to achieve sustainability over the eighty-year life of the Project – at 
least! The latest approach to sustainability analysis is embodied in the SPeAR 
technique developed by the international engineering group Ove Arup. This shows, 
under the main headings of Natural Resources, Environment, Society and 
Economics, the many elements that affect the sustainability of a project and Arup 
have suggested ways of quantifying them. Typical standards of today would be at 
the mid-point of each radial element (yellow) and better performance would get 
more green, worse more red. 
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The worst aspect of the Project design is transport where the remoteness of eastern 
Crete with little existing public transportation will necessitate an expensive “green” 
network of hybrid vehicles dedicated to carrying the Cavo Sidero clients within and 
outside the Site. There is an abundance of natural water available in the 
municipality of Itanos but it is mostly located in the south so, despite using the 
latest techniques for water conservation, we will still construct a desalination plant 
for irrigating the golf courses. 

“Intelligent” Integration 

Eastern Crete, and Itanos Municipality in particular, have shown clear signs of 
socio-economic deterioration in recent times. Young people have been leaving the 
area and the economic activity is heavily dependent on primary industries of 
agriculture and fishing for local markets only. The Cavo Sidero Project will 
significantly boost the potential for economic revival. 

During the construction period of approximately ten years some 1200 
construction workers will be employed on site and when in full operation we 
expect the Project to generate year-round employment for over 2000 directly and 
another 1000 indirectly. Local farmers have been unable to export competitively 
outside the region but the tourist activity will present a local market for large 

Optimum Worst case 

Economy

Environment 

Natural Resources 

Society
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additional volumes of produce. Loyalward and the Foundation will encourage the 
spread of organic farming and will support attempts to establish export markets 
where possible. 

It is our intention to avoid the development becoming a tourist ghetto, so there 
will only be a few essential services available within the hotel villages. Many 
business opportunities in retail, catering and services will be possible in the 
surrounding communities. Wherever possible employees will be recruited locally 
so education and training will need to provide the numbers and skills of 
candidates. We are in discussion with the education authorities to plan the 
development of education services. Health and other community services will 
also have to be augmented to support the growth of economic activity. 

Considerable attention has been paid to other aspects of integrating this 
development into the local region. The Environmental Impact Study is being 
submitted as we speak and it will undoubtedly be the most comprehensive report 
ever written in Greece. The careful design of the Project will have a positive effect 
on the environment with the low density of construction offset by managed 
regeneration of flora and protection of fauna. Active appreciation of the ecology 
will be encouraged by a Botanical Garden, nature trails and other means of 
education. The resort will be open to all and the many facilities will be made 
available to the local community. The region is extremely rich in history and 
tradition and Loyalward and the Foundation will work with the communities to 
enhance this cultural capital which will be a vital part of the marketed attraction 
of the resort. A fund will be established to be administered with local participation 
and will be available for supporting archaeology research, sustaining traditional 
craftwork, and sponsoring arts and performances. 

“Intelligent” Marketing 

Establishing a new luxury resort in Eastern Crete will present a significant 
marketing challenge. There will be two main, overlapping target groups: hotel

short-stay and residential tourists. The first group will be reached through 
selection of the appropriate international hotel operators who will bring their 
global marketing reach. We are in advanced discussions with major quality 
operators and, once appointed, they will help register Cavo Sidero as a tourist 
destination. 

The residential tourists will be second home and timeshare buyers, typically from 
northern Europe but also from other markets (including Greece!). There is a large 
demand for “a place in the sun” but so far Greece has enjoyed only a small share 
and that at the cheaper end of this market. Spain, Portugal and France have been 
the major beneficiaries but recently there has been a growing interest in moving 
further east to countries such as Croatia, Cyprus and Turkey. Following the 
success of the Olympics and the more determined promotion campaign of the 
Ministry of Tourism, there is increasing appreciation of Greece and its potential. 
What the country still lacks, however, are enough integrated, quality resorts to 
provide facilities and service to compete with the established players in the 
western Mediterranean. Cavo Sidero will help to fill this gap. 

The residential tourists will be approached through international agencies with 
proven experience in the second homes market. They will begin their campaigns 
at pre-launch through PR to the editors of overseas property newspapers and 
magazines. Good website marketing must be available at this time as well because 
most potential clients will follow up PR leads on the internet. Full marketing 
launch would include appointment of sub-agents, advertising, sales literature,
exhibitions, sales visits, legal and financial advice and continuous pricing review.

Messages must be clear and consistent across all channels so that the customers’ 
experience is simple, painless and straightforward right from the beginning. 
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Loyalward will co-ordinate all marketing programmes, whether hotel or 
residential, to make sure that clarity and consistency are maintained throughout.  
The key messages of the marketing communications will be: 

Greece
o Member of EU 
o Stable
o Secure
o Improving bureaucracy 

Crete
o Strong tourist history 
o Climate 
o Diet 
o Lifestyle

Eastern Crete 
o Unspoilt 
o History
o Culture 
o Accessibility

Cavo Sidero 
o Top Quality 
o Modern Services 
o Sustainability
o Golf and a wide range of other facilities 

Conclusion

After a long and frustrating planning process, the Cavo Sidero Project is close to 
receiving environmental approval from the Government and will be started next 
year. The developer, Loyalward, and the landowner, Foundation Panagia 
Akrotiriani, will then realise their ambition to build a world class resort 
combining the best of the ancient history, culture and landscape of eastern Crete 
with modern “intelligent” services, facilities and lifestyle. 
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Abstract

The need to know where the market is going along with competitors, is as old as 
business itself. In this paper we describe an application of text mining in 
Competitive Intelligence. The main objective is to identify changes and trends of 
associations among entities of interest in documents that describe new alliances 
and partnerships of competitors. Competitors moving into markets or the 
emergence of a new market are of paramount importance. This type of analysis 
provides knowledge (of competitors and markets) so that the business analyst is 
able to support the strategic plans of an organisation. Our approach consists of 
three main phases; the Information Extraction phase, the ontology driven 
generalisation of templates and the discovery of associations over time. Treatment 
of the temporal dimension is essential to our approach since it influences both the 
annotation part (IE) of the system as well as the mining part. 

Introduction and Motivation 

We are living in the “Information Age”. The main characteristic is the amazing 
growth of data that are being generated and stored, making comprehension a time-
consuming, mentally heavy job for humans. The vast amount of data found in an 
organisation, some estimates run as high as 80%, are textual such as reports, 
emails, etc [10]. This type of unstructured data usually lacks metadata (data about 
data) and as a consequence there is no standard means to facilitate search, query 
and analysis. Knowledge discovery in text and Text Mining are mostly automated 
techniques that aim to discover high level information in huge amount of textual 
data and present it to the potential user (analyst, decision-maker, etc). 
Within our framework, Information Extraction is an essential phase in text 
processing. It facilitates the semi-automatic creation of (more or less) domain 
specific metadata repositories. Such repositories can be further processed using 
standard data mining techniques. The focus is to study the relationships and 
implications among entities (such as company, person etc.) and processes (such as 
business affairs etc) participating in specific events. The goal is to discover 
important association rules over time within a document collection such that the 
presence of a set of entities or processes in a document implies the presence of 
another entity or process. For example, one might learn that whenever the 
company A occurs in news text, it is highly probable that a technology area is also 
mentioned for a specific time period. 
The real world case study scenario demonstrated in this paper involves a company 
that specialises in corporate intelligence (including competitive intelligence - CI) 
products and services for the biotechnology and pharmaceutical industry. These 
products and services are targeted mainly to managers in charge of business 
development (and/or investment/strategic level issues) who wish to make 
decisions on industry and company developments or simply to monitor these on a 
regular basis. 
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The rest of the paper is organised as follows. In section 2 we discuss our process 
of analysing vast amount of textual data and we provide the definitions that will 
be used throughout the paper. Section 3 demonstrates our approach, to perform 
knowledge discovery in text, with the use of a realistic case study. Section 4 
reviews related work in the field, while in section 5 we conclude and give some 
future research directions. 

Knowledge Discovery in Text  

Knowledge Discovery in Text (KDT) and Text Mining (TM) is an emerging 
research area that tries to resolve the problem of information overload by using 
techniques from data mining, machine learning, natural language processing 
(NLP), information retrieval (IR), information extraction (IE) and knowledge 
management. As with any emerging research area, there is still no established 
vocabulary for KDT and TM, a fact which can lead to confusion when attempting 
to compare results. Often the two terms are used to denote the same thing. 
Knowledge discovery in text [6] (or in textual databases), Text Data Mining [7] 
and Text Mining [11], [12] are some of the terms that can be found in the 
literature.
We use the term KDT to indicate the overall process of turning unstructured 
textual data into high level information and knowledge, while the term Text 
Mining is used for the step of the KDT process that deals with the extraction of 
patterns from textual data. By extending the definition, for Knowledge Discovery 
in Databases (KDD) Fayyad and Piatetsky-Shapiro [5]: 

Knowledge Discovery in Text (KDT) is the non-trivial process of identifying valid, 
novel, potentially useful, and ultimately understandable patterns in unstructured 
textual data. 

KDT is a multi-step process, which includes all the tasks from the gathering of 
documents to the visualisation of the extracted information. A main goal of KDT 
is to make patterns understandable to humans in order to facilitate a better 
understanding of the underlying data [5]. 

Text Mining (TM) is a step in the KDT process consisting of particular data 
mining and NLP algorithms that under some acceptable computational efficiency 
limitations produces a particular enumeration of patterns over a set of 
unstructured textual data. 

The above is better understood by comparing it with Data mining. Data mining 
works with structured data, often numerical in nature. Text mining is analogous to 
data mining in that it uncovers relationships in information. Unlike data mining, it 
works with information stored in an unstructured collection of text documents. 

Temporal Text Mining is an extension to Text Mining as it provides the capability 
of mining activity rather than just states upon textual data.

The accommodation of time into the KDT process provides the ability to discover 
richer knowledge which may also indicate cause and effect associations. The 
temporal issue influences mainly the NLP (Temporal annotations) and the mining 
(Temporal Data Mining) phases. NLP extracts and assigns the temporal features 
into textual objects and the mining techniques include the temporal dimensions 
introduced into the analysis.  
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Temporal Text Mining approach 

The methodology we describe is a generic approach that can be applied to text 
databases of varying complexity. In our approach the process of detecting patterns 
within and across text documents depends mainly upon information extraction 
techniques. By identifying key entities in a text along with the temporal 
characteristics, one can find relationships between terms and identify unknown 
links (‘hidden’) between related topics. 

We consider that each fact (or event or template according to IE) defines a 
“transaction” that creates the associations between textual items. In analogy with a 
traditional data mining example, each fact is the corresponding market basket and 
the textual items (template slots according to IE) assigned on it constitute the 
items in the basket. Consequently our general goal of association extraction over 
time, given a set of facts, is to identify relationships between textual items and 
events such as the presence of one pattern implies the presence of another pattern 
over time.  

The overall architecture of our system is shown in the following figure. First the 
IE module elaborates the input text in order to extract and fill the predefined 
template. Then the generalisation module performs the necessary generalisations 
upon specific slots of the template. Finally the filled templates feed the temporal 
association discovery module in order to extract the rules.

Information
Extraction

Mining
Associations

Templates

Generalised
Templates

Generalisation
of Templates

Slots
Text

Associations
over  Time

Fig. 1. Architecture 

Metadata repository (and an associated model) is utilised by our approach to store 
data that describe the information extracted from the documents. More 
specifically, the role of the repository is to provide a neutral medium and unified 
representation forming the basis for analysis. Additionally provides a more solid 
basis as it allows large scale applications in text. 

In the following sections we will demonstrate our methodology by presenting a 
subset of the case study results with some terms replaced due to confidentiality. 

Preparation of the CI case study

For any modern organisation one of the most important issues nowadays, along 
with knowing its strengths/weaknesses and understanding its customers, is about 
knowing its competitors.  Competitive intelligence is defined as “a systematic 
program for gathering and analysing information about your competitors’ 
activities and general business trends to further your own company’s goals” [15]. 
Due to the mainly unstructured format of the information sources, text mining is a 
valuable tool. 

Before we begin the process of gathering information about competitors we have 
to define some organising principles or else we can find ourselves searching, 
retrieving, and loading documents that do not meet our requirements. 

The first task we have to accomplish in order to collect the relevant documents is 
to define the target competitors. In some industries i.e. automobile, this is a simple 
matter. In several other industries such as pharmaceutical is quite difficult. For 
example, while developing and testing new drugs is a complex process, which is 
often done by large companies, smaller companies are often formed to develop 
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and market a single drug or use a single technology (e.g. genetic), in order to 
improve the manufacturing process for some class of drugs. This example shows 
that we should not only choose large competitor companies for a target company 
but we should include and smaller companies. In fact smaller companies in a 
specific sector may indicate new dynamic market opportunities. 

In our case study, few of the companies we have targeted include Combichem, 
Chromagen, Ono, Pharmacopeia, Pharmacia & Upjohn, Roche Bioscience etc. 
The documents we have gathered from business press releases on the internet 
concern the target companies and in particular discuss collaborations among them 
on specific scientific issues. 

  January 19, 1999
  Pharmacopeia and Pharmacia & Upjohn  form research    collaboration

 The 10th of January 1999 Pharmacopeia, Inc.  (Nasdaq: PCOP) signed a new  multi-year, multi-target
research collaboration with Pharmacia &  Upjohn Inc.    Under the terms of the agreement,
Pharmacopeia will screen its  multi-million compound sample collection of diverse, small  molecules
against numerous targets chosen by Pharmacia &  Upjohn each year. In addition to annual
guaranteed payments,  Pharmacia & Upjohn will make further payments based on the  success of the
screening programs. Optimization of active  compounds identified by Pharmacopeia may be
performed either  by Pharmacia & Upjohn or by Pharmacopeia, for additional  consideration. Financial
terms of the agreement were not  disclosed.

Fig. 2. Sample collected document 

The need for the analyst is to identify competitors’ movements into new scientific 
areas, potential alliances of competitors and the relationships between industry 
specific sectors and technological areas. It is self-evident that these relationships 
over time would add great value in the decision process of the analyst. These are 
types of business problems that initially drive the need for text mining. 

A text mining goal is an operational definition of the business goal. In other words 
the text mining goal states project objectives in technical terms. For example, in 
our case study a business goal might be “Should we move in new technological 
areas?” One of the sub-questions to answer is “Are the competitors moving in 
new technological areas and which?” The corresponding text mining goal might 
be “According to the collaborations our competitors have signed the last year, 
discover relationships with new technological areas”. 

Extracting information pieces 

Following the problem definition and collecting the relevant documents is the 
phase of extracting information pieces from text. Information Extraction is the 
process of identifying essential pieces of information within a text, mapping them 
to standard forms and extracting them for use in later processing [13]. In other 
words, it is the mapping of natural language texts (such as newswire reports, 
newspaper and journal articles, World Wide Web pages, etc.) into predefined, 
structured representation (or templates), which, when filled, represent an extract 
of key information from the original text [14]. The information concerns entities 
of interest in the application domain (e.g. companies or persons), or relations 
between such entities, usually in the form of facts (or events) in which the entities 
take part (e.g. company takeovers management successions). Once extracted, the 
information can then be stored, queried, mined, summarised in natural language, 
etc.

The IE component used in our framework is based on GATE system [3]. GATE 
allows a sequence of language processing components to work together and as a 
consequence marks up annotations on the input text. These language processing 
components include standard components such as sentence splitters, named entity 
recognisers etc. The result of the IE process is a set of named annotations over 
sections of the text. 
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In the current case study we consider extracting information pieces from a 
collection of documents that describe corporate activities (1998-1999). We are 
interested in extracting a specific fact that concern Collaborations among 
companies on a specific technology subject and at some point in time. According 
to the sample document of figure 2 the output of the IE subsystem with the 
information pieces that we are interested in extracting is shown in the following 
figure.

Company 1: Pharmacopeia
Company 2: Pharmacia & Upjohn
Event-Collaboration Type: Research collaboration
Collaboration Subject: Screen collection of molecules
Announced Date: January 19, 1999
Valid Date : January 10, 1999

Fig. 3. Filled template with several slots that refer to collaboration facts. 

 The above fact of interest that concerns collaborations among companies is 
defined by the following attributes: First of all the two companies that participate. 
The collaboration subject usually includes technology terms of significance to the 
bio-knowledge worker that point to technology areas/markets and are utilised in 
order to represent the current or future directions of company activities.  
The last two features involve time. The announced date is the date that the fact 
was announced or published and the valid date is the actual date that the fact 
happened or is active. All these features have been defined in cooperation between 
the text mining analyst and the domain expert. Table 1 presents case study 
examples of extracted facts. 

Table 1. IE results of collaboration facts

The information pieces extracted from documents are stored in a relational 
database according to our metadata model. The metadata model includes concepts 
derived
from various existing standards such as the Dublin Core [19], Common 
Warehouse Metamodel [20], Message Understanding Conference (MUC7) [17], 
TimeML [18], Text Encoding Initiative TEI [16] etc.
An important role of ontologies in our approach is to be utilised by the user during 
the analysis (mining) step in order to specify the conceptual levels of the 
discovered patterns. By utilising generalisation rules based on business 
ontologies, values of the template slots are generalised at multiple conceptual 
levels.

ID
Company

1
Company

2
Collab.
Subject

DateAn Date Val

1
Pharmacope

ia
Pharmacia 
& Upjohn 

Screen
molecules 

19/01/1999 10/01/1999 

2
CombiChe

m
Chromagen

drug 
screening

15/03/1999 15/03/1999 

3
CombiChe

m
Ono

drug 
discovery 

04/01/1999 10/04/2000 

4
CombiChe

m
Roche

Bioscience
novel

inhibitors 
13/05/1998 05/06/1998 
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Discovering association over Time 

Once we have extracted and stored in a database the information required from the 
documents we are able to perform temporal data mining algorithms in order to 
discover valuable temporal patterns. 
The general goal of association extraction, given a set of data items, is to identify 
relationships between attributes and items such as the presence of one pattern 
implies the presence of another pattern [1]. Association rules upon textual items 
can be defined as follows: The presence of Company A is associated with the 
presence of Technology Area B (support s, confidence c).
 Each fact (collaborations) is treated individually in order to discover associations. 
However, in cases where fact histories exist, temporal patterns can be discovered. 
In our case study two temporal dimensions exist. The date that the fact announced 
and the actual date that the fact took place. For these specific temporal 
dimensions, the mining of the textual data set at different temporal periods results 
into a series of sets of association rules. Each set of association rules is the result 
of the mining process in one of the examined temporal periods. The strong 
association rules of one temporal period apply on the other temporal periods with 
the same, lower or higher support and confidence. It seems that the rule evolution 
in a temporal dimension is demonstrated by the fluctuation of its support and 
confidence in a series of temporal periods. After processing the result is of type: 
In period t the presence of Company A and Company B is associated with the 
presence of Technology Area C (support s and confidence c over time). 
According to the text mining goal, explained in section 3.1, specific queries of 
potential knowledge workers are posed to the text repository: 
Query: “find all associations between a set of companies or the bioscience sector 
that the company belongs and any technology area for the period t”
Result: [Bayer AG]  Combinational chemistry software [Rule stronger in 
March] 
We have chosen to present the most significant relations according to the 
measures of confidence and support. Additionally, we present relations that 
appear to be particularly important to the domain expert: 

IF Company IS CCombiChem THEN GenCollabSubject IS TTechAreaA  

[Rule stronger at the beginning of the year and especially in March]
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Fig. 7. CombiChem  TechAreaA 

                     IF GenCompany IS BBioscience Sector A THEN GenCollabSubject IS TTechAreaA  

                   [Rule stronger at the end of the year and especially in November] 

                    IF GenCompany IS BBioscience Sector B THEN Collaboration Subject IS ggene expression  

                  [Rule stronger at the mid and end of the year and especially in November] 

                 IF Company IS SmithKline Beecham THEN Collaboration Subject IS high throughput screening

                   [Rule stronger in November] 

IF Company IS Inspire Pharmaceuticals, IDBS THEN GenCollabSubject IS TTechAreaA  

                   [Rule stronger at the end of the year] 

                IF GenCompany IS BBioscience Sector B, Oxford Molecular Group PLC THEN Collaboration 

SubjecIS metabolic disorders[Rule stronger in September and October]
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The significance of the above type of results is obvious for the domain analyst. 
The analyst is able to detect movements of specific companies or bioscience 
sectors into technology areas over time. For a particular period of time the interest 
for specific technologies can be discovered and as such competitors. 

Related Work 

There has been rather little research work in integrating IE techniques and data 
mining.  In 2000 we had introduced (to the best of our knowledge) the 
combination of information extraction and data mining [8]. The most relevant 
system to our approach is the one presented later the same year by Nahm and 
Mooney [11] which makes use of IE in order to construct a database of structured 
data from a document collection, and apply data mining upon them. However they 
are not involved with the temporal issue.
On the other hand research in text mining taking into consideration temporal 
issues is still very poor according to a survey we had conducted [2]. We are aware 
of two systems that explore the time dimension in relation to document content.
TimeMines (Construction Timelines with Statistical Models of Word Usage) [9] 
automatically generates timelines by detecting documents that relate to a single 
topic (an event in a ‘history’). This is achieved exclusively by selecting and 
grouping semantic features in the text based on their statistical properties. E-
Analyst (Mining of Concurrent Text and Time Series) [4] on the other hand, from 
University of Massachusetts at Amherst uses two types of data and attempts to 
find the relationship between them: the textual documents and numerical data, 
both with time stamps. The system discovers the trends in time series of numeric 
data (e.g., stock prices) and attempts to characterize the content of textual data 
(e.g. news articles) that precede these events. The objective is to use this 
information to predict the trends in the numeric data based on the content of 
textual documents that precede the trends. 

Conclusions and Future Work 

The general goal of Text Mining is to automatically extract information from 
textual data. In this paper, we have presented an application of our approach for 
discovering associations in text over time. We have shown how the information 
extraction and the temporal features can be utilised in order to assist the mining 
process of associations over time. In order to demonstrate the usefulness of our 
approach we have applied the latter to a Competitive Intelligence case study so as 
to identify changes and trends of associations among entities of interest in 
documents that describe new alliances and partnerships of competitors. In the near 
future we are planning to apply our approach to large corpora. 
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Abstract

The “death” of the familiar desktop metaphor in a mobile environment where 
“exceptions are the rule” raise serious challenges for realizing (a) smooth, 
sustainable interactions between users and their devices on the one hand, and (b) 
new, exciting applications on the other. This paper examines the user 
requirements that must be met, to support an effective user experience from which 
m-Marketing campaigns will benefit. These requirements are essential in mobile 
contexts, where simplicity and speed are imperative, and affect such fundamental 
mobile user behaviour as role playing, personalization, smooth context switching 
and the impromptu grouping of I/O resources to serve the current computational 
embodiment of the user’s tasks. The main common characteristics shared by these 
requirements, which set them apart from their desktop counterparts (where these 
exist), are precise task segmentation, pinpoint accuracy, clarity, focus and 
refinement. 

Introduction 

Unlike e-Marketing which targets stationed individuals with a vast armoury of 
established techniques (search engines, crawlers, banners, email, newsletters, etc), 
mobile marketing (m-Marketing) is still young in terms of tested business models. 
Although m-Marketing purports to revolutionize marketing to the mobile user, it 
faces two unique challenges before it realizes its full potential. 

The first challenge is to surpass the death of the “desktop” metaphor in mobile 
environments, and the fumbling that ensued in the search for appropriate 
navigating metaphors for vastly different devices (PDAs, Smart Phones and, in 
the not so distant future, watches), each of which assembles various input/output 
(I/O) resources [1,2,3]. Clearly, porting popular desktop horizontal applications to 
the PDA have little use beyond browsing text or tables, as they assume 
concentration levels beyond what is normally available in mobility situations. 

The second challenge stems from the fact that both end-user tools (i.e., the PC and 
Interactive TV) and context (i.e., stationary user) of e-Marketing need not be 
typical in m-Marketing.  In fact, the common characteristics of prospective 
customers of mobile marketing campaigns are: (a) vastly different contexts and 
preoccupations, as some users will be driving, walking or window shopping, 
while still others will be visiting friends, enjoying a movie at a theatre, etc, (b) 
very limited attention span, as a direct by-product of mobility and (c) very limited 
time and patience. Therefore, any task that takes more than a few seconds or 
“clicks” to complete is bound to frustrate and be abandoned [4]. 

One can easily imagine that m-Marketing campaigns will be strained far beyond 
what is expected for “standalone” mobile application (where interaction sessions 
are initiated by the users themselves), as it will be the marketer who tries to 
capture and hold the users’ attention and interest. Accordingly, the following 
section discusses pertinent properties of wearable systems and analyzes 
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fundamental user requirements for a successful, pleasing and sustainable user 
experience.

User Requirements For Wearable Systems 

Useful mobile applications are either “standalone”, running on a single mobile 
device, or “application remotes”, where a different device is used to control the 
application. From the user’s point of view, it makes no difference where the 
application is located: It can be running on a user’s device, it can be downloaded 
in the form of a plug-in, or it can be running on the infrastructure, exporting its 
interface to the user. Furthermore, an application is generally composed of two 
parts: (a) the user interface, which implements the interaction with the user and 
(b) one or more services which implement underlying functionalities. These 
services may be application-specific and thus distributed with the application or 
standard core OS services that implement basic functionality required to make use 
of information resources, communication facilities, etc. 

Figure 1. A collection of devices, with I/O resources 
In their interactions with wearable systems, users employ devices that host a 
variety of Input & Output (I/O) resources, such as device buttons, mouse pointers, 
rollers, pressure-sensitive screens, miniature keyboards, microphones, LCD 
screens, speakers, and headphones [5]. Thus, the Personal Area Network (PAN) 
of a user comprises all devices that (a) belong to the user, (b) intercommunicate 
through private, secure channels, (c) exclude other users’ wearables for all tasks 
except sharing, and (d) tap on nearby infrastructure resources, such as large public 
screens, speakers, etc. In an attempt to tame the interaction-rich and exception-
rich mobile world, the presented user requirements are derived from an analysis of 
carefully selected scenarios [6] which highlight fundamental system behaviour 
and raise various issues on application instantiation, background processing, 
communication security, etc. 
These user requirements affect the nature of the interaction of the system with the 
user [5] and are shaped by the intricacies of the interaction between users and 
their wearables in mobile environments. Since the form of these interactions can 
vary wildly depending on context, customization and automation are of 
paramount importance. This issue is discussed last, since most aspects of the 
interaction between users and wearable systems can and should be customizable. 
Device & Application status 

Devices must be able to convey status information (e.g., connection status, battery 
level, and storage capacity) to the user. Application-specific information can also 
be conveyed. For example, a Camera application should be able to inform the user 
of the remaining storage capacity in units of the number of pictures or minutes of 
video that can be stored. 
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An Inventory of Wearable Devices 

There needs to be a mechanism to keep users informed of (a) all owned devices 
and (b) all devices present in their current Personal Area Network (PAN). This 
feature is very useful in locating powered-down devices, but also devices which 
users just forgot to bring along. This same mechanism should provide capabilities 
to incorporate a newly acquired device to their own Wearable Systems.

Provide for Transparent Owner Identification and Secure Communications 

Owner identification is a serious issue in the mobile world. Intelligent devices 
such as PDAs with fingerprint authorization and Bluetooth earphones can restrict 
communication to a PAN via proper user identification. On the opposite end, 
devices such as external keyboards and e-billboards will be typically “borrowed” 
for the duration of an interaction session. 

In addition, secure communication channels must be set between PAN wearables 
and also between a PAN and the infrastructure. For example, after a car is started 
using an ID card, the driver can expand his PAN to include infrastructure devices 
such as the on-board monitor and stereo speakers. 

Disconnected PANs and Security 

At present, the typical user owns at most two wearables: a mobile phone and a set 
of wireless earphones. In the very near future, users are expected to own a far 
greater number of wearables, but carry along only those providing pertinent 
functionality, e.g., a wireless digital camera. This segmentation of the owned set 
of wireless devices can be intentional (users take along only the devices they 
need), or not (users simply forget) (Figure 2). For these reasons, it is possible that 
the trend will be that manufacturers squeeze more functionality in fewer devices, 
so that users own 4-5 devices, but carry along 2-3 of them. 

Figure 2: Disconnected PANs form spontaneously through normal user activities 

If these assumptions hold ground, it follows that an owner’s wearable collection 
may be easily split into two to three disconnected PANs (D-PANs): any 
superfluous devices will stay at home, while the rest may be split between the 
office and the user. Clearly, then, a transparent security mechanism should be in 
place to control the inter-operation of D-PANs and manage transparent actions 
such as splitting and reuniting.  Naturally, this goes far beyond the familiar 
“locking” of mobile phones, which only protects against accidental dialling. 

Flexible Power Management 

Battery capacity, recent charging and usage affect device operational times, so 
that power drainage may soon put a device out of service.  Accordingly, flexible 
power management mechanisms should at least alert users to redirect their 
interactions through different I/O resources. Smart mechanisms should further aid 
the user by suggesting solutions based on typical usage patterns, and/or by 
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outsourcing costly computational activities to devices having more battery power. 
It must be noted that intelligent power management relates to mobile code 
(discussed in a separate requirement). 

Maintain a Continuous, Seamless and Expected Interaction Experience 

Both computational and I/O resources in a PAN are not continuously available 
because (a) devices may enter/leave the PAN or powering up/down, and (b) the 
availability of infrastructure resources is affected by service blackouts or 
increasing distances from Access Points. Accordingly, mechanisms should be 
developed which allow users to maintain seamless and continuous interaction 
sessions, according to their preferences. These important factors are analyzed 
below.
First of all, the requirement for continuity of interaction means that interactivity is 
not de facto suspended when a utilized resource becomes unavailable but instead 
transforms, when possible, through alternative or equivalent I/O resources, to 
maintain the functionality provided to the user. The intent is to impart on users a 
feeling of "graceful" degradation, by continuously seeking opportunities to 
expand the set of utilised resources, striving to achieve the maximum set that can 
be utilised for any specific task. 
The “seamless” and “expected” factors mean that users shouldn't have to keep 
making choices about devices - the system takes over a large part of this arduous 
task. Furthermore, users should find system choices "logical" - they should agree 
with whatever allocations the system makes (either because the system has 
reasonable defaults, or because the user profile contains a detailed representation 
of the user's preferences). The combination of these two aspects (i.e., having the 
system take over as much of the decision making as possible, along with ensuring 
that such decision making is performed in accordance with user preferences to the 
greatest possible extent) is expected to result in users perceiving the utilization of 
I/O resources and the transition from one to another as natural and seamless. 

Mechanisms for graceful Exception Handling and User Intervention 

It is important that users should at all times maintain full control on the behaviour 
of their wearable systems. However, the predictability behind system 
customization disappears when users find themselves in totally new contexts, 
experience power failures, service loss or resource conflicts. In these cases, users 
may be requested to resolve the conflict. For example, if the current context 
model is that of the user working alone in his/her office and a visitor walks in, the 
user may prefer to make a personal phone call using a wireless set of headphones 
instead of desktop speakers and microphone. 

User Notification 

The capability of a PAN to grow or shrink dynamically affects both the 
instantiation of user interfaces and the gamut of functionalities through the 
appearance or loss of associated hardware and software resources. Users should 
be notified of changes in the configuration of their wearable systems whether 
these are imminent (warnings) or have already taken place (notification). 

Meaningful administration for competing tasks 

Some of the more exciting and intricate aspects of wearable systems involve race 
conditions created by competing tasks. In some cases, a resolution in the 
prioritization of tasks competing for the same resources is possible with the help 
of existing user preferences. Still in other cases (e.g. imminent danger), resolution 
must clearly favour alerting the user, even at the expense of overriding existing 
user preferences. 
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Transparent interaction with the computational infrastructure 

Users entering the boundaries of the infrastructure can benefit from a wide gamut 
of I/O resources, services and applications such as low-cost internet connections 
(both in terms of price and battery drain), raw computational power, remote 
personal storage, orientation services, shopping aids, projectors, capacious high 
resolution screens, etc. (Figure 3). Therefore, users should be notified when 
crossing infrastructure boundaries, and infrastructure advertisement should 
involve transparent mechanisms. 

Figure 3: A user’s PAN can tap on infrastructure hardware and software 
resources
Still, such notification should be subjected to further qualification and control 
through user preferences. For example, some drivers-by may find a sales pitch 
irrelevant, whereas others may be intrigued and stop. On the other hand, in certain 
contexts such as driving, consulting a PDA to obtain alternate routes is dangerous 
and may be illegal. Actually, in some countries, drivers are already fined for using 
a cell phone. Instead, one should pull over and patch video output to the on-board 
TV set for more unencumbered viewing. 

Accommodate mobile code 

Stores may even offer customized access to their services through plug-ins, which 
users can download to their wearable systems. A good example is that of a 
navigation assistant at an airport terminal, which can be downloaded on a 
traveller’s wearable, filter through only announcements relevant to his flight plan, 
offer a personalized tour of the Duty-Free shops, guide the traveller to his/her gate 
and, finally, erase itself after departure. Wearables should, therefore, have 
appropriate mechanisms to download, activate, run and finally discard mobile 
code
.
Allow for Transparent User Customization and System Learning 

Every requirement presented so far leads to behaviour that can be user-
customized. Indeed, users should be able to tailor the behaviour of their wearable 
system in different contexts. Such custom presets should be (a) maintained, (b) 
made maximally available to the user’s individual D-PANs (similar to roaming 
profiles), and (c) automatically retrieved and applied in known contexts [7,8]. 
Such transparent user customization can be extended further to include 
mechanisms which allow improvement of the granularity of an initially coarse 
grid of binding system behaviour to user context (system learning) 

.
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Users have the last word 

Finally, it is important to maintain the interaction between users and their 
wearable systems (in both predicted and actual contexts) in a way that allows 
them to maintain full control to the behaviour of their wearable sets. Even when 
an interaction session carries along without conflicts, the user should still be able 
to “override” this assignment (e.g., to reallocate I/O resources), if he/she so 
wishes. For example, an email note that just arrived could appear on the screen of 
one of my wearables just as well as read aloud to me via my headphones or via 
any speaker in a mobile device, or even any speaker system provided by the 
Infrastructure. 

Conclusions

The user requirements presented above support an effective user experience with 
m-Marketing applications. Satisfying these requirements is essential in mobile 
contexts, where simplicity and speed are imperative. In addition, their main 
common characteristics, which set them apart from their desktop counterparts, are 
precise task segmentation, pinpoint accuracy, clarity, focus and refinement.
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Abstract

 Either as a business tool or as promotional form of technology, Internet banking 
remains a huge step forward. It is already well known that this kind of business 
gave another option, based on an electronic platform, to the relation between the 
bank and the customers in a more effective way. Internet Banking gave banks the 
opportunity to expand, as well as to promote, their services in a wader range of 
customers, than ever. In order to give the first impression of the probable user, 
this study analyzes and presents individuals characteristics. Internet Banking in 
order to be effective in terms of usability must follow a number of rules of human 
computer interaction related to the potential user characteristics. Heuristics 
provide an appropriate method to evaluate the usability of an application such a 
company site.  

This papers aims to answer whether Internet Banking is a business or just a 
promotional tool for Greek Banks, after presenting the preferences of Internet 
banking as well as customer’s attitudes, using the above evaluation method.  
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Abstract

The e-economy and its main component, the e-commerce, have lead to gradual 
changes in the Global Financial System over the last years.  The rapid changes of 
the Global Economic Environment enhance the domestic and International 
competition contributing decisively in the Globalization of the Markets. 

The Banking System, a cornerstone that all Economies rely upon, proved once 
again that apart of being the locomotive for recovery, is as well one of the most 
active sectors of the Economy in the adoption of technological innovations. 

Within few years all the users of Banking Services we experienced the transition 
from the traditional Banking operations, known under the classical version of 
Branches, to the co-called Electronic Banking.  Term like Electronic Banking, 
Internet Banking, Phone Banking, Mobile Banking, e.t.c. have already enter our 
daily routine.  Of course, we are still away from the era of Virtual Banking, in 
which the customer of a Bank will complete his/her, transactions via the PC, the 
Phone, or the Interactive TV without any additional communication with the 
Bank, but for sure we are very near to an era as such. 

Without a doubt, the situation that emerges with the arrival of Electronic Banking 
is considered to be the larger change that occurs in Humanity after the industrial 
revolution.

The Banks in our country, realizing the forthcoming changes, restructure 
internally and externally to be able to survive in the new era, taking full advantage 
of the capabilities of the innovations in Telecommunications and Information 
Technology develop new distribution networks and create new products. 

As the Electronic Banking is maturing, as a new way of servicing the banking 
needs of customers, the anticipations and demands are rising.  The stake for the 
next coming years is the transformation of alternative networks from networks of 
servicing transactions to networks for sale of products and services. 

The stake will be won when, with the exploitation  of the continuous emerging 
Technological innovations, the larger part of customers will use the alternative 
networks

µ µ  µ
µ µ  ,  µ
µ µ  .

µ
µ .

 µ µ
µ .  µ µ

µ  µ µ µ
 µ  µ µ

( . . .)



169

 µ µ
.

.

µ µ  µ
.

µµ :

) µ  (deregulation) 

) µ µ  µ
 ,

µ .

 µ µ  µ
µ . E

µ ,
µ µ µ ,

µ µ . µ µ µ  2001-
2005  +24% µ

 ,+124,3% µ
 +90,5% µ  µ

.

(   Datamonitor : E- Banking Strategies in Europe 2002). 

µ
 µ :

µ  µ .

 µ  µ  1-25% µ
 Internet Banking  40-71% µ  Phone Banking. 

(The effects of technology on the E.U.Banking system-E.C.B. 1999). 

. µ µ
µ µ .

µ .

(  Forester Group  2005 
µ  µ µ  1439  USD). 

µ

.

. ATM’sBanking. 

.  ,  µ  ATM’s µ
.

µ  µ
 P.C. Banking. 

µ  µ  Lafferty Newsletter (03-2003)  ATM’s 
 6%  2002  16.557 µ  ,

283.560 µ µ . .  , µ  ,  ,
 77%  ATM’s. µ

 – -  µ µ
 10%  . 

 µ  µ
 , µ .

µ µ



170

µ  ( . . ) ,
 µ  Marketing. 

Phone Banking 

µ
 µ

 10%. 
 µ  ,

µ . µ
 24  µ  µ

.
µ  Phone Banking µ

µ  µ  E.C.B (7/1999) ,to  µ
,µ  µ

 (VRU)  80% 
.

.Mobile Banking 
µ  µ  Nigel Deighton  Gartner Group,  2007 

 web 
µ /  , µ

 Internet. 

µ :Wap µ  (Straregy Analytics  1999) 

µ  e-commerce  m-commerce ,

µ . µ
 WAP .

µ  ,µ
µ  , µ  , µ ,  µ  µ

µ .

.Internet Banking 
 Internet  µ

µ .
nternet µ

, µ µ µ
.

 2002 µ µ  µ



171

 µ
Internet  µ  8 %  2000  16 %  
2002.   56 % 

 µ  Internet µ  µ
.  µ

µ
,

µ , µ . . .  µ µ
 µ   Internet   Telephone Banking 

µµ .

                
( .)

Internet Banking 147 

 43,3 

µ µ  103,7 

Telephone Banking 92,1 

 17,3 

µ µ  74,8 

: CBA.CA Building a Better Understanting (2002) 

µ  µ  Quarterly 
Journal (Vol 19 No 2, Iune 2000)   µ  Internet T

µ , µ  Internet Banking 
 µ .

:Quarterly Journal Vol 19, No2, June 2000 

To Internet  µ
. µ µ µ µ

µ  µ µ :

1.  µ µ
 – .

µ  µ  µ

µ .

µ µ  µ
Internet . µ

µ
.

µ .

T     1998   1999     
       %  %  e-banking 

Wells Fargo 655000 1454100     122           55.7 

Bank of America 700000 1176600    68.18           46.5 

Bankone Corp 144200 488400   238.7           47.3 

Citibank 350000 432900    23.7           63.1 

First Union 70000 421800   502.6           39.9 



172

 µ
µ µ

.

µ µ µ
µ µ µ µ

µ µ  . µ
µ .

µ
µ µ  µ µ

 PIN. 

µ µ
µ . µ

µ
µ µ .

µ µ
µ  µ

µ .

-

 B.Gates   «  µ
µ  , µ ».

µ  µ
µ   µ ’s  µ

µ
. µ  ,

µ µ  µ µ
.

 µ µ  (Bank Administration 
Institute ,Boston Consulting Group 1997)  µ

µ  60% 
.

µ  VIRTUAL BANK.
µ µ

µ
µ -  (ATM s –Internet-Mobile 

Banking –Phone Banking). 

µ µ µ
µ ,

 µ  µ .
, µ

µ µ µ .

 µ , µ  µ µ
µ  Internet   µ ,

µ . µ  µ
µ .

µ . ,
,   Internet 

µ µ .
µ

. µ  µ
µ  µ µ ,

µ . µ



173

 management 
.

 – . .  – 
.  2000. 

1.
EFG EUROBANK – ERGASIAS –  – 

 2002. 
 – µ µ  2003 

– . . ..
E-Banking :  – . . . –  2000. 
«  µ  Internet»  – 

-  1998. 
 µ  (e-banking) – . . . 2003 

KANTOR CAPITAL « »
2000.
Internet Banking : Market Developments and Regulatory Issues” May 2001 John 
Carlson, Society of Covernment  Economists Conference 2000, Washington D.C. 
E-banking – E.E.T. 
2. .
« µ  µ »  Accenture  - 

 –  3/08/03. 
« » µ  4/9/2000. 
«  online» µ ,  28/10/2003. 
«  Electronic Brokerage effect , , 20/07/2003. 
«  2000» .  – . . .

1998.
Electronic Banking: µ - . . .
« : .

. . .
3. .
Laferty Newsletter (03/2003): The European ATM’s market 
http://www.laferty.com  
Customer Relations through the Internet – Hans Bauer, grether @uni-mannhein.de  
ATM Facts and Stats” http”//www.ATMmarketplace.com  
“Ellectronic Banking” a Survey of Canadian Attitudes, http://www,cba.ca
“Effect of trust on customer acceptance of Internet Banking, Bomil Suh, 
www.elseviercom
“Customer – Focused Technology and Performance in Small and Large Banks” 
European Management Journal Vol21,No2, pp258-269, April 2003, 
www.elsevier,com
“Banking Technology – Electronic Banking” http://www.cba.ca
“Dealing with your bank directly” http://bba.org.uk
“Voice recognition frees hands” htt://www.ababj.com    
“E-Biz 4.0” ABA Banking Journal – Nov.2002 http://aba.com
“Distribution Channel Technology in European Retail Banking” 
http:www.datamonitor.com.  
“Special Studies on Technology and Banking” who offers Internet Banking?  
Quarterly Journal, vol 19, No2, June 2000. 



174

“In the 20ne :more banks are getting their web strategies where they want them” 
ABA BANKING JOURNAL – March 2003, http://www.aba.com.

Product Development” http://www.online banking report.com

“Branches and ATM’s” http://www.bba.org.uk.

“NCR Case Study” http://www.ncr.co

“Double click: online banking increases 100 percent in two years” 
http://www.cba.ca.

“E-banking – what next?” Bill orr, orrbc@sover.net

“Do better Customers Utilize Electronic Distribution Channels: The Case of PC 
Banking” http://www.ideas.repec.org.

Community Bankers Emerging Technology work Group” http://www.aba.com



175

µ

, , , µ
, , , µ

,
µ , µ

µ
µ .

µ µ
 (

µ ). µ µ ,
µ ;

µ
µ µ . ’  µ

 µ  µ
 µ µ .

µ
 µ  µ µ

µ .
 µ µ

 µ
, µ

,  « µµ »
.

Abstract

It is generally accepted that the constant development of technology and 
specifically that of information systems and telecommunications, affects both the 
way that modern banking corporations operate and also the structure of their 
branch-network in the market. In modern the banking information and 
telecommunication technologies create the capability of delivering services that 
do not necessarily rely on physical presence. The questions of how adequate and 
efficient those alternative solutions are needs to be answered. 
This report seeks to specify the concepts and framework within which questions 
and answers of this type must be scientifically raised and justifiably answered. To 
start with, a presentation is made of the elements that motivate a bank to expand 
its activities to a foreign market and also of the various ways that this process is 
usually completed. Furthermore, some basic technologies that provide capabilities 
for alternative strategies are presented as well as the benefits that result from the 
adoption of these technologies. Lastly, an answer to the set question is attempted 
to be given by arguing that new technologies may offer alternative uses in 
banking but at present it has not been possible, for psychological, cost and 
“technology illiteracy” reasons, to substitute the physical presence of banks. 
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banking

µ  Alpha Bank 
µ µ µ

µ .  Alpha Bank,  1994 µ
µ  µ

µ .  International Network Division 
µ ,

 (prestige) 
 “ ”  (S. Pilitsis, 

2004).
µ  µ  « - - »  Grubel (1977), µ

:  µ
 µ  µ  µ  µ

µ .  Grubel 
 µ  µ
µ  µ µ  DiVanna (2004) µ µ

µ
.

µ µ

µ  µ  µ
µ , µ

 « »,
µ .

 µ
,  e-banking , 

 ( ).
, µ  µ

µ µ
 µ µ

, µ
 µ .

Modern Banking In Theory And Practice, Shelagh Heffernan, Jown Wiley and 
sons, 2003, 5th edition 
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 1: 

H  µ

:

µ . . . .  15. 
µ  µ

µ , µ  µ
. . -

µ . µ µ µ  µ -
µ  2004, µ

. ,
 µ - µ

 µ ,  µ .
µ

µ  µ µ µ  µ  µ

PPS GCI TECH 

PUBLI

C

MACR

O PPS GCI TECH 

PUBLI

C

MACR

O

       26.100 5,2 4,85 5,99 5,11 4 7 10 7 6 

        25.200 4,95 4,59 5,71 4,92 7 11 17 10 9 

     6.300 3,98 3,82 4,36 3,77 28 25 29 25 27 

        23.700 4,92 4,65 5,62 4,78 10 13 16 12 11 

µ       23.100 5,28 5,08 6,21 4,77 11 6 4 5 12 

         26.200 5,66 5,34 6,59 5,36 3 3 3 1 2 

        17.300 4,56 4,42 4,74 4,52 15 19 21 20 14 

       10.400 5,08 5,01 5,59 4,65 22 8 5 13 13 

µ
.  25.500 5,3 4,92 6,23 5,11 6 4 7 4 5 

      28.300 4,9 4,43 5,87 4,85 2 14 20 9 10 

       20.900 5 4,86 5,16 4,99 13 9 9 17 8 

        22.800 4,27 4,08 4,64 4,27 12 24 27 22 17 

 25.800 5,3 4,98 6,08 5,13 5 5 6 6 4 

       9.700 3,94 4,15 3,86 3,81 25 27 25 28 26 

        17.600 4,56 4,36 5,18 4,14 14 20 22 16 21 

       8.800 4,43 4,46 4,55 4,27 26 22 19 24 18 

     9.800 4,57 4,51 4,75 4,46 24 17 18 19 15 

µ
  45.900 4,95 4,28 5,99 5,23 1 12 23 8 3 

         15.600 4,79 4,85 5,39 4,11 18 15 11 14 22 

      12.900 4,56 4,66 5,07 3,95 20 18 15 18 25 

       9.800 3,98 4,19 3,7 4,05 23 26 24 29 23 

   16.000 4,96 4,7 5,69 4,42 17 10 13 11 16 

µ       6.300 3,86 4,13 3,94 3,5 27 28 26 27 28 

      11.200 4,43 4,67 4,64 3,98 21 23 14 21 24 

      16.400 4,75 4,71 5,28 4,26 16 16 12 15 19 

       24.600 5,72 5,8 6,31 4,99 8 2 2 3 7 

       5.900 3,82 4,01 4,22 3,22 29 29 28 26 29 

        14.700 4,55 4,88 4,56 4,22 19 21 8 23 20 

     24.300 5,95 5,92 6,48 5,47 9 1 1 2 1 
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Statistical Analysis of Imports/Exports of Agricultural Products 

With 15 E.U. Countries 
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Abstract

The data gathered by several agencies (EUROSTAT, CIA info book, Greek 
National Statistics Service, Northern Greece Exporters Association, Pan-Hellenic 
Exports Association, Center for Exports Research and Studies, et al) are used to 
study the balance of agricultural product imports/exports during the period 1990-
2003.From the data collected it is apparent that some categories of agricultural 
products have positive balance values. The statistical analysis using software 
packages (SPSS/Excel) investigates if there is a specific statistical model for the 
explanation of the continuous negative trend for the totality of agricultural 
products and the positive trend for few categories. For the theoretical explanation, 
several variables which are real economic parameters are used.  Such parameters 
include per capita GDP, population figures, proximity or non-proximity to 
Greece, unemployment rates and volume of imports of agricultural products to 
Greece.  A classification of the EU 15 countries into three groups by the 
parameters which have been studied gives some guidelines for further study. The 
statistical methods used are linear multivariable regression models and separately 
time series analysis. Multi-criteria analysis models are proposed and the results 
will be compared with other methods, to find the theoretical model which will be 
the best to be applied for every year data. In spite the large set of data a model 
which will predict future values is not proposed, because of unknown conditions 
which can influence the data. 

Keywords 

Data Analysis, Imports – Exports, E.U. Countries, Statistical Methods, Excel, 
SPSS.

Introduction 

The purpose of this paper is to present a set of statistical data for Greek 
agricultural products concerning imports and exports from/to 15 EU countries. 
These data became available through several sources, particularly from North 
Greece Exporters Association, Thessaloniki.  The data have been gathered by 
Greek National Statistics Service, and are filed in the site of Ministry of 
Agriculture. 
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IMPORTS AND EXPORTS FOR 2003 OF 

15 E.U. COUNTRIES
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Figure 1.  Imports, Exports balance for 2003 

Data Sources 

Except the sources mentioned in the paragraph 1, we have used statistical data 
which are in the site of CIA info book for one year (2003) and concern all the 
world countries. Eurostat sites also as well as their publication can be used for 
more detail data. 

Table 1.  CIA info book data for 2003 

Parameter Selection 

The statistical analysis of collected data has focused on several parameters, which 
according to our opinion have influence in the outcome of Greek Commerce.  
These parameters are available from the same data sources and have been 
examined in our study.  They are the known economic parameters presented and 
listed in the Table 1, as well as the distance of each country from Greece.The 
distance of each country’s capital is computed using the geographical longitude 
and latitude in the formula  Distance = ((xi-xg)

2+(yi-yg)
2)1/2 where xg and yg are 

coordinates of Greece and xi, yi are the coordinates of each E.U. Country. From 
the following table we get the distances. 

15 E.U. 

COUNTRIES 

POPUL

ATION 

IN 

THOU

SANDS

GEOGRA

F.

LATIDUT

E

GEOGRA

F.

LONGTIT

UDE

GDP

%

Rate 

GDP

Real 

Growt

h

UNEMP

L.

RATE

PUBLI

C

DEPT

EXPOR

TS IN B. 

$

IMPORTS 

IN B. $ 

BALA

NCE

INFL

ATIO

N

RAT

E

Gini 

Intex 

AUSTRIA 8175 47,3 13,3 0,7 30000 4,4 67,6 83,45 81,59 1,86 1,4 31 

BELGIUM 10348 50,8 4 1,1 29100 8,1 102 182,9 173 9,9 1,6 28,7 

DENMARK 5413 56 10 0 31100 6,1 45 64,16 54,47 9,69 2,1 24,7 

FINLAND 5214 64 26 1,9 27400 9 48,7 54,28 37,35 16,93 0,9 25,6 

FRANCE 60424 46 2 0,5 27600 9,7 68,8 346,5 339,9 6,6 2,1 32,7 

GERMANY 82425 51 9 -0,1 27600 10,5 64,2 696,9 585 111,9 1,1 30 

GREECE 10648 39 22 4,7 20000 9,4 100,9 5,9 33,27 -27,37 3,6 32,7 

IRELAND 3970 53 -8 1,4 29600 4,7 31,2 98,31 57,54 40,77 3,5 35,9 

ITALY 58057 42,8 12,8 0,4 26700 8,6 106,4 278,1 271,1 7 2,7 27,3 

LUXEMBURG 463 49,75 6,2 1,2 55100 3,6 0 8,57 11,61 -3,04 2 0 

NETHERLANDS 16418 52,5 5,75 -0,7 28600 5,3 54,1 253,2 217,7 35,5 2,1 32,6 

PORTUGAL 10524 39,5 -8 -1,3 18000 6,4 59,8 31,13 43,73 -12,6 3,3 35,6 

SPAIN 40281 40 4 2,4 22000 11,3 62,7 159,4 197,1 -37,7 3 32,5 

SWEDEN 8986 62 15 1,7 26800 4,9 51,8 102,8 83,27 19,53 1,9 25 

UN. KINGDOM 60271 54 -2 2,2 27700 5 51 304,5 363,6 -59,1 1,4 36,8 
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GEOGRAF.

LATIDUTE

GEOGRAF.

LONGTITUDE

DISTANCE

FROM

GREECE

47,3 13,3 12,0 

50,8 4 21,5 

56 10 20,8 

64 26 25,3 

46 2 21,2 

51 9 17,7 

39 22 0,0 

53 -8 33,1 

42,8 12,8 10,0 

49,75 6,2 19,1 

52,5 5,75 21,1 

39,5 -8 30,0 

40 4 18,0 

62 15 24,0 

54 -2 28,3 

Table 2.  Geographical position and distance from Greece of 15 EU Countries. 

Figure 2. Geographical Position of 15 EU countries 

Other parameters which must be studied more is the history of economic relations 
of the country under consideration and Greece and the friendly attitude of the 
population of this country, the existence of Greek origin habitants as well as the 
marketing efforts of Greek agricultural products in this area. 

Statistical Methods of Data Analysis 

We are following simple statistical analysis methods, starting from data 
presentation with tables and graphs which can give some explanations which 
parameters are influencing the exports/imports of agricultural products of Greece. 
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Tables and Graphs 

15 E.U. COUNTRIES POPULATION (IN THOUSANDS)
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Figure 3. 

UNEMPLOYMENT AND INFLATION RATE (%) FOR 2003
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Figure 4. 

Linear Regression Models 

Continuing our study he have used Regression Models (simple and/or multiple) 
taking as independent variables, GDP, Public dept, unemployment rate, inflation 
rate.  We are planning to use simple regression models with each variable as well 
as multiple regression models excluding each time variables which their 
coefficient is not statistically significant. 



192

LINEAR REGRESSION FOR 2003 DATA OF 15 E.U. COUNTRIES
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Figure 5. 

From the above figure 5 we can observe that the linear regression model is not 
suitable to explain the relation of import/exports with the public dept as 
independent variable 

Time Series Analysis 

GREEK AGRICULTURAL PRODUCTS  

WITH 15 E.U. COUNTRIES 

YEAR IMPORTS EXPORTS BALANCE 

1990 385019 277823 -107196 

1991 444441 357166 -87275 

1992 537224 431570 -105654 

1993 611674 383862 -227812 

1994 714158 441242 -272916 

1995 849661 564288 -285373 

1996 802302 568835 -233467 

1997 871738 501494 -370244 

1998 975550 544982 -430568 

1999 1002366 624375 -377991 

2000 1016804 515488 -501316 

2001 1021527 546785 -474742 

2002 1130949 495351 -635598 

2003 1174877 539712 -635165 

Table 3. 
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Figure 6. Trent of time series. 

Propose Extensions of Data Analysis 

In the continuation of this study and for comparison we must apply the same 
methods for other groups of countries which are using or have used in their 
commerce transactions of Greek agricultural products. 
These groups are the following: 

1) The 10  new EU Countries 

2) The Balkan Countries including Turkey. For this group the Greek Exporter 
Associations must give particular attention study them as importers of 
Greek products as well as competitors. 

3) The Mediterranean Basin countries with emphasis to Easter Mediterranean 
Arabic countries. 

4) The group of countries of   Ex USSR with more attention to countries with 
a large number of Greek origin people. 

5) The very big countries of the world namely USA, Canada, Australia, 
India, Japan and China. 

Conclusions

The statistical analysis of collected from several sites data of Imports/Exports of 
Greek agricultural products with 15 EU countries  and for the year 1990-2003 
have shown that Imports and Exports have a continuous positive trend with the 
imports overriding the exports by a factor which has reach the value of 2.  This 
has been pointed in of many occasions and conference. Some categories of 
agricultural products have positive balance but overall the balance is negative for 
all years examined, with a trend which shows every year that the difference 
between exports and imports will be greater, in spite the serious efforts of better 
quality, better marketing, organic products production and serious understanding 
of rules which must be followed in the new world globalism. 
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 µ - .µ. X1  X2 µ  µ
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µ .
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Abstract

The paper examines the relationship of the old with the new economy, the 
information economy, and the current state of the World Wide Web. It also 
examines the e-commerce crisis of 2000 in the world market and its effects. This 
is a normal reaction of the market, part of the business cycle, which caused 
Business-to-Consumer e-commerce to setback. Changes occurred in companies 
that survived the crisis. These changes are still going on, but may not have solved 
all problems. There are still weaknesses and difficulties in e-commerce. The paper 
reviews the current European Union legislations and the Greek Ministry’s of 
Commerce General Secretariat guidelines. Both will be examined in regard to 
business opportunities in this sector in Greece.   
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Abstract

Marketing processes can greatly benefit from new technologies, as today’s 
personal devices squeeze significant processing power and storage capacities into 
platforms of minute footprint. At the same time, wireless technology can enhance 
marketing processes and tools, through new forms of interaction. In a world where 
a pretty powerful computer fits in a shirt pocket, feels comfortable in a hand, 
hooks to the infrastructure and communicates with other similar machines in a 
peer-to-peer fashion, it is worthwhile to reshape the presentation tools used in 
marketing. This paper reports on a tool developed at TEI of Crete which alleviates 
marketing and sales people from carrying massive hardware and setting it up to 
deliver presentations. Remote Presentation is a portable client-server system that 
remotely controls presentations on a server connected to a projector from a PDA. 

Keywords: Handheld, Multimedia, Wireless Client-Server, Remote Controls 

Introduction 

As mobile computers pack faster processors and larger memories and storage 
capacities into shrinking units, they are slowly becoming the preferred tools of the 
trade for people who are constantly on the move, such as those in marketing and 
sales. However, popular (e.g., word processing and financial sheet) desktop 
applications that have been ported on such machines are certainly not mobile 
applications: their use is limited to whatever useful work one can do between train 
stations, in a bus or in between meetings. Nevertheless, in this limited role these 
are considered useful applications for the marketing professional, who is on a 
constant lookout for weight and time savers. 

The idea for a remote presentation tool lies with the need to minimize the weight a 
sales person has to carry (a laptop and, perhaps, a light projector) as well as the 
time overhead in setting up the laptop and connecting it to the projector. After all, 
all one wants to do is locate, load and navigate the presentation. 

Still, existing implementations of using a PDA as a presentation remote controls 
are basically hardware-based approaches which belong in two groups. The first 
group of solutions [1,2,3] solve the problem of a PDA’s lack of direct video 
output with dedicated cabling between the Compact Flash or Memory Stick slots 
of the PDA and a projector. Whatever mobility these approaches offer, is confined 
by the length of the cable. 

The second, and more recent group of solutions (such as IRMA Bluetooth from 
CorporateKeys [4]) uses Bluetooth to establish a connection between a base-
station hooked commonly to a USB port of the laptop and either (a) a hardware 
remote control which commonly doubles as a laser pointer or (b) a PDA. 
Interesting, fancy solutions have also appeared, like the Bluetooth Headset 
Presenter [5], which uses the smallest presentation controller available (the user’s 
Bluetooth headset) to move back and forth in a presentation. Such solutions have 
important drawbacks. Some of these have dedicated hardware bases, which the 
user still has to carry along, and still others use dedicated remote controls. In 
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addition, they do not take advantage of the portable storage made available in 
mobile devices such as PDA’s and Smart Phones to store and transfer files 
between the laptop and the mobile device. Finally, they do not offer important 
information (such as a reminder of next slide title and the comments of the current 
slide) to the user. 
This paper presents an approach which utilizes the handheld device (such as a 
PDA or a Smart Phone typically carried by marketing professionals) as a remote 
control, while relegating supporting functionality (presentation software) to a 
standalone machine, permanently connected to a projector or large screen TV. 
Section 2 reports on the architecture of the application and the messaging system 
used for the client-server communication. Finally, Section 3 concludes with a 
discussion and future work. 

The R-Presentation System 

The R-Presentation system shown in Figure 1 is a client-server application, which 
consists of: 
(1) A service (R-Server) that runs on a computer embedded in a room (e.g. 
desktop) and connected to a wall-mounted display, and 
(2) A client application (R-Client) that runs on a PDA and is used to connect to 
and communicate with R-Server via IEEE 802.11x (WLAN) technology. 

Figure 1: A schematic setting of R-Presentation in action 
These two components of the system communicate either in a peer-to-peer fashion 
(interaction 1), or via an Access Point (interactions 2a,b). The peer-to-peer 
connection does not involve an access point, but requires that the presentation 
files be already loaded in one of the two machines (PDA or Server). This setup is 
sufficient for sales persons who would have their presentations loaded on their 
PDAs. On the other hand, if an Access Point is available, presentation files can be 
retrieved from or stored to a remote location. 
Functionality provided 
To gain access to the server, the user supplies the server’s IP, as well as the 
communication and ftp ports, and a password (Figure 1.a). R-Client implements a 
lightweight ftp process to authorize user access, locate presentation files on either 
machine, transfer such files between the server and the PDA and, finally, delete 
selected files on either device.  
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Figure 2: The User Interface of R-Client on the PocketPC 2003 Emulator – (a) 
Connect to R-Server, (b) Exchange files and load a presentation, (c) Navigate 
loaded presentation 

Following a successful connection, R-Client switches automatically to the 
interface shown in Figure 2.b, listing the presentation files on the remote (server) 
and local (PDA) machines. At this point, the user may use the Upload, Download, 
and Delete functionalities on selected “local” or “remote” files. During file 
transfer between the server and the PDA, a progress bar below the [Clear] and 
[Refresh] buttons keeps the user updated on the percentage of the file that has 
been transferred.
After transferring his/her presentation from the client to the server, the user may 
start the presentation by pressing the [Play] button, instructing R-Server to start an 
instance of the presentation software. At this point, R-Server starts an instance of 
the presentation software that is locally installed and shows the first slide. In 
addition, the user interface on the PDA changes to the one shown in Figure 2.c. At 
this point, R-Client supplies standard navigation functionality: Previous/Next 
Slide, GoTo Slide #, and Stop Show. In addition, for each slide shown on the 
projector, R-Client displays on the PDA screen any comments/reminders 
associated with that slide, as well as the title of the Next Slide title as cues to the 
presenter.
After the last slide is shown, pressing the [Stop] button, depicted as a square in 
Figure 2.c in between the [Previous] and [Next] buttons, stops the running 
instance of the presentation software, at which point  the User Interface on the 
PDA returns to that shown in Figure 2.b. This step may be followed by further file 
exchange, loading another presentation, or exiting the R-Client application. 
The communication between R-Client and R-Server which relates to loading and 
navigating a presentation is message-based: User requests made on client UI are 
formed into XML messages which are serialized and sent to R-Server. On the 
server side, the message is recovered, parsed into “command” and “data” 
segments and a response is formed into an XML message and sent back. 
System Requirements 
R-Server runs on a machine with the Windows XP operating system, with MS-
Office 2003 and a WLAN card. R-Server is installed as a service with capability 
to interact with the desktop (in order to show the loaded presentation). R-Client 
runs on a PDA with the Pocket PC 2003 Operating System and a WLAN card. 
Discussion and Future Work 
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The R-Presentation system discussed in this paper frees the traveling marketing or 
sales person from having to carry a laptop and portable projector and minimizes 
the setup time. The software is a natural extension of the popular word-processing 
and financial sheet applications that have been ported on portable machines. In 
contrast to hardware implementations (presentation remote controls), this 
particular implementation uses a platform already carried by professionals and 
adds the capability to carry one’s own presentations along and also view cues 
(slide commends and next slide title). 
The most significant limitation of this first version is the assumption that R-Server 
is installed and running on the stationary computer. Although installation and 
setup sequence of R-Server has been automated, it would be preferable to re-
package it into a “volatile” plug-in that the PDA would carry along and install on 
the server machine for the duration of the session. This issue is studied as part of a 
project focusing on the collaboration of a user’s wearable devices in a Personal 
Area Network. Scenarios can be found in a paper in this conference [6]. The 
feature will be implemented in a future version or the software. 
In addition, it is interesting to note that PDAs and mobile phones are slowly 
converging into Smart Phones. Accordingly, current plans include porting R-
Presentation to Smart Phone platforms, where the wireless capability is provided 
by Bluetooth instead of Wireless LAN. 
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